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Resumo

Os buracos negros são responsáveis por alimentar alguns dos processos mais energéticos

no nosso Universo. Como tal, é importante estudar os diversos métodos que podem ser

usados para extrair energia de buracos negros. O processo de Penrose é um exemplo típico

destes métodos; se uma partícula se desintegra em dois fragmentos perto de um buraco

negro, um dos fragmentos pode adquirir energia adicional a troco de o outro fragmento

cair no buraco negro, reduzindo o momento angular do buraco negro. No entanto, a

viabilidade do processo de Penrose para efeitos práticos é limitada, uma vez que os dois

fragmentos precisam de ter uma velocidade relativa muito elevada.

Ainda assim, se considerarmos difusão de partículas em vez de decaimento de partícu-

las, esta velocidade relativa elevada pode surgir naturalmente em colisões de altas energias.

O processo de Penrose colisional recebeu então grande atenção após Bañados, Silk e West

(BSW) discutirem a possibilidade de ocorrência de colisões de partículas de teste com

energias do centro-de-massa arbitrariamente elevadas perto do horizonte de buracos de

negros de Kerr em rotação máxima. Curiosamente, este efeito BSW está na verdade pre-

sente em todos os buracos negros extremos; o efeito é causado pela existência de um tipo

distinto de movimento de partículas perto dos horizontes de buracos negros extremos.

Estas chamadas partículas críticas apenas se aproximam asimptoticamente do horizonte,

e isso permite-lhes que a energia de colisão do centro-de-massa com outras partículas

genéricas cresça sem limite.

Apesar da variante original do efeito BSW requerer partículas com um ajuste fino do

momento angular que orbitem buracos negros rotacionais extremos, Zaslavskii encontrou

um efeito análogo para partículas carregadas com ajuste fino da carga em movimento ra-

dial em torno de um buraco negro estático, um buraco negro carregado extremo. Apesar

de terem a mesma natureza cinemática, as duas variantes diferem significativamente em

termos de energias extraídas. Enquanto a energia e massa das partículas de escape pro-
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duzidas no efeito original estão sujeitas a limites superiores incondicionais, tais restrições

não são encontradas na versão carregada do efeito. Como tal, estas duas variantes do

efeito BSW representam um dilema impossível; o caso mais próximo de ser astrofisica-

mente relevante é limitado no que toca a extração de energia, enquanto que o caso que

permite uma extração de energia relevante requer um cenário menos realista.

Como demonstrado por Wald, buracos negros astrofísicos podem conter uma carga

diferente de zero graças à acreção de carga causada pela interação com campos magnéticos

externos. No entanto, esta carga tenderá a ser extremamente pequena. Logo, surge a

questão da possibilidade de generalizar a versão carregada do efeito BSW a buracos negros

de carga arbitrariamente pequena e combiná-la com a versão original, e que consequências

terá isso na viabilidade da energia extraída. Nesta tese, pretendemos responder a estas

questões.

Primeiro consideramos soluções magnetizadas de Kerr-Newman (MKN), que descrevem

interações de buracos negros carregados em rotação com um campo magnético externo

num regime de campo forte. Estudamos as geometrias perto de horizontes dos casos ex-

tremos de MKN e descobrimos que existe um mapa de correspondência entre estes e as

geometrias perto de horizontes de buracos negros extremos de Kerr-Newmann sem um

campo externo. Isto pode também estar ligado a outros tópicos, como a elevada simetria

de horizontes extremos ou o efeito de Meissner de expulsão de campos externos de bura-

cos negros extremos. Além disso, se considerarmos buracos negros extremos como uma

aproximação de buracos negros astrofísicos em rotação rápida, a correspondência fornece

uma justificação para usar buracos negros de Kerr-Newman como substitutos de buracos

negros magnetizados em processos que ocorram perto do horizonte.

No restante da tese, examinamos generalizações do efeito BSW. Descobrimos que a

versão carregada do efeito é possível também para partículas em movimento ao longo do

eixo de simetria de buracos negros de electrovácuo em rotação extremos com carga arbi-

trariamente pequena. Apesar de não surgirem limitações na energia extraída, encontramos

algumas ressalvas que podem tornar a extração de energia inexequível.

Estudamos também a unificação das duas versões do efeito BSW, que previamente

apenas foram estudadas isoladamente, para partículas carregadas em movimento no plano

equatorial de buracos negros de electrovácuo em rotação extremos. Neste caso, também,

constatamos que não existem limites na energia extraída quando tanto o buraco negro
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como as partículas em escape são carregados, independentemente da magnitude da carga

do buraco negro. Adicionalmente, demonstramos que as limitações de aplicabilidade

encontradas nas colisões de partículas ao longo do eixo, podem ser contornadas através

das colisões no plano equatorial num processo adequado.

Palavras-chave: buracos negros, campos electromagnéticos, horizonte, colisões de partícu-

las, extração de energia
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Abstract

Black holes are understood as the engines powering some of the most energetic and most

violent processes in our Universe. Therefore, it is important to study various ways in

which energy can be extracted from black holes. Penrose process remains a textbook

example of such a possibility; if a particle disintegrates into two fragments near a black

hole, one of the fragments might gain energy at the expense of the other fragment falling

inside and reducing slightly the angular momentum of the black hole. However, practical

viability of the original Penrose process is limited, as the two fragments must have a very

high relative velocity.

Nevertheless, if one considers particle scattering instead of particle decays, the high

relative velocity might naturally arise in high-energy collisions. Collisional Penrose process

thus received a lot of attention after Bañados, Silk and West (BSW) pointed out the

possibility of test particle collisions with arbitrarily high centre-of-mass energy near the

horizon of maximally rotating Kerr black holes. Curiously enough, this BSW effect turned

out to be ubiquitous among extremal black holes; it is caused by the existence of a distinct

type of particle motion near their horizons. These fine-tuned, so-called critical particles

can only asymptotically approach the horizon radius, and this allows the centre-of-mass

collision energy in their collisions with generic particles to grow without bound.

Although the original variant of the BSW effect requires particles with fine-tuned

angular momentum orbiting around rotating extremal black holes, Zaslavskii found an

analogous effect with fine-tuned charged particles moving radially in a static, maximally

charged black-hole spacetime. Despite having the same kinematic nature, the two variants

differ significantly in terms of energy extraction. Whereas the energy and mass of escaping

particles produced in the original version is subject to unconditional upper bounds, no

such restrictions were found for the charged version. Thus, the two variants of the BSW

effect represent an impossible dilemma; the one which is closer to astrophysically relevant
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situations fares badly on energy extraction, and the one which permits significant energy

extraction requires settings that are not realistic.

As famously shown by Wald, astrophysical black holes can maintain a non-zero charge

thanks to charge accretion caused by interaction with external magnetic fields. This

charge will be extremely small, however. Therefore, questions naturally arise, whether

it is possible to generalise the charged version of the BSW effect to black holes with

arbitrarily small charges and combine it with the other variant, and what will be the

resulting prospects for energy extraction. In the present thesis, we would like to give

answers to such questions.

We first consider magnetised Kerr-Newman (MKN) solutions, which describe inter-

action of charged, rotating black holes with external magnetic field in the strong-field

regime. We study the near-horizon geometries of the extremal cases of MKN spacetimes

and we find that there exists a correspondence map between them and the near-horizon

geometries of extremal Kerr-Newman black holes without the external field. This can

be linked to other interesting issues like the high symmetry of extremal horizons or the

Meissner effect of expulsion of external fields from extremal black holes. Moreover, if we

consider extremal black holes as an approximation for fast-spinning astrophysical black

holes, the correspondence also gives us justification to use Kerr-Newman black holes as

surrogates for magnetised black holes for processes happening near the horizon.

In the rest of the thesis, we examine generalisations of the BSW effect. We find

that the charged version is possible also for particles moving along the axis of symmetry

of extremal rotating electrovacuum black holes with arbitrarily small value of charge.

Although no restrictions on the extracted energy appear for this generalisation, we find

numerous caveats that can make the energy extraction unfeasible despite the lack of

unconditional kinematic bounds.

We also study the unification of the two versions of BSW effect, which were previously

studied only separately, for charged particles moving in the equatorial plane of extremal

rotating electrovacuum black holes. In this case, too, it turns out that there are no bounds

on the extracted energy whenever both the black hole and the escaping particles are

charged, regardless of the magnitude of the black-hole charge. Furthermore, we show that

the practical limitations found for particle collisions along the axis can be circumvented

for collisions in the equatorial plane in suitable processes.
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x



Contents

1 Introduction 1

1.1 Frame dragging – a hallmark of relativistic gravitation . . . . . . . . . . . 1

1.2 Charged black holes and external magnetic fields . . . . . . . . . . . . . . . 3

1.3 Penrose process and its generalisations . . . . . . . . . . . . . . . . . . . . 8

1.4 BSW effect and related phenomena . . . . . . . . . . . . . . . . . . . . . . 9

2 Near-horizon description of extremal magnetised stationary

black holes and Meissner effect 13

2.1 Outline and summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2 Charged, rotating black holes in magnetic fields . . . . . . . . . . . . . . . 17

2.2.1 Stationary Ernst solution . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.2 Ernst-Wild solution and a general MKN black hole . . . . . . . . . 18

2.2.3 Global properties of magnetised black holes . . . . . . . . . . . . . 20

2.3 The near-horizon description of extremal configurations . . . . . . . . . . . 21

2.3.1 General prescription . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.2 Near-horizon description of extremal black holes in strong magnetic

fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4 Near-horizon degeneracy of extremal cases of MKN solutions . . . . . . . . 27

2.4.1 Special cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.4.2 Effective parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4.3 Dimensionless parameters . . . . . . . . . . . . . . . . . . . . . . . 33

2.4.4 Remark on invariants and uniqueness theorems . . . . . . . . . . . 36

3 Particle collisions in the equatorial plane: kinematic restrictions 39

3.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

xi



3.2 Electrogeodesic motion in black-hole spacetimes . . . . . . . . . . . . . . . 40

3.3 Collision energy and critical particles . . . . . . . . . . . . . . . . . . . . . 44

3.4 Kinematics of critical particles . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.4.1 Derivative of the effective potential . . . . . . . . . . . . . . . . . . 47

3.4.2 Remarks on motion towards r0 . . . . . . . . . . . . . . . . . . . . 48

3.4.3 The hyperbola . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4.4 Parametric solution . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.4.5 Remarks on class II critical particles . . . . . . . . . . . . . . . . . 55

3.4.6 The second derivative . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.5 Results for the Kerr-Newman solution . . . . . . . . . . . . . . . . . . . . . 59

3.5.1 The hyperbola . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.5.2 The second derivative . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.5.3 Important special cases . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.5.4 Energy considerations . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.5.5 The mega-BSW phenomena . . . . . . . . . . . . . . . . . . . . . . 73

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4 Particle collisions along the axis of symmetry: kinematic restrictions

and energy extraction 79

4.1 Outline and summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.2 Motion and collisions of test particles along the axis . . . . . . . . . . . . . 81

4.2.1 Equations of motion and effective potential . . . . . . . . . . . . . . 82

4.2.2 Critical particles and collision energy . . . . . . . . . . . . . . . . . 83

4.2.3 Motion towards r0, nearly critical particles and class II critical par-

ticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.3 Kinematic restrictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3.1 General formulae for critical particles . . . . . . . . . . . . . . . . . 86

4.3.2 Results for the Kerr-Newman solution . . . . . . . . . . . . . . . . 88

4.4 Energy extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4.1 Application of conservation laws . . . . . . . . . . . . . . . . . . . . 90

4.4.2 Kinematic regimes . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.4.3 Discussion of caveats . . . . . . . . . . . . . . . . . . . . . . . . . . 96

xii



5 Particle collisions in the equatorial plane: energy extraction 101

5.1 Outline and summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.2 Motion and collisions of charged test particles . . . . . . . . . . . . . . . . 102

5.2.1 General equations of equatorial motion . . . . . . . . . . . . . . . . 102

5.2.2 Near-horizon expansions and (nearly) critical particles . . . . . . . 104

5.2.3 BSW effect and its Schnittman variant . . . . . . . . . . . . . . . . 108

5.3 Approach phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.3.1 Admissible region in the parameter space . . . . . . . . . . . . . . . 109

5.3.2 Degenerate case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.4 Energy extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.4.1 Conservation laws and kinematic regimes . . . . . . . . . . . . . . . 116

5.4.2 Structure of the parameter space . . . . . . . . . . . . . . . . . . . 120

5.4.3 Special cases and the degenerate case . . . . . . . . . . . . . . . . . 127

5.5 Results for Kerr-Newman solution . . . . . . . . . . . . . . . . . . . . . . . 129

5.5.1 Admissible region in the parameter space . . . . . . . . . . . . . . . 130

5.5.2 Structure of the parameter space with regard to energy extraction . 131

5.6 Discussion of caveats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.6.1 Restrictions on processes with (marginally) bound microscopic par-

ticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6 Conclusions 141

A Killing vectors and tensors in the near-horizon spacetimes 145

B Harrison transformation 149

B.1 Ernst formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

B.2 Generating “magnetised” solutions . . . . . . . . . . . . . . . . . . . . . . 151

B.3 Remark on rigidity theorems . . . . . . . . . . . . . . . . . . . . . . . . . . 153

C Auxiliary calculations 157

C.1 Derivatives of effective potentials . . . . . . . . . . . . . . . . . . . . . . . 157

C.1.1 Conditions for circular orbits . . . . . . . . . . . . . . . . . . . . . . 157

C.1.2 Relations for critical particles . . . . . . . . . . . . . . . . . . . . . 158

C.2 The decomposition (3.71) . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

xiii



Bibliography 161

xiv



Preface

Official research presented in this thesis has been carried out at Centro de Astrofísica

e Gravitação (CENTRA) in the Physics Department of Instituto Superior Técnico, and

was supported by Fundação para a Ciência e a Tecnologia (FCT) through Grant No.

PD/BD/113477/2015 awarded in the framework of the Doctoral Programme IDPASC-

Portugal.

I declare that this thesis is not substantially the same as any that I have submitted

for a degree, diploma or other qualification at any other university and that no part of

it has already been or is concurrently submitted for any such degree, diploma or other

qualification.

The work was done in collaboration with my supervisor Professor José Pizarro de

Sande e Lemos (Chapter 5), with Professor Oleg Borisovich Zaslavskii (Chapters 4 and

5), and with Professor Jiří Bičák (Chapters 2, 3 and 4). Chapters 2, 3 and 4 were

published in international peer-reviewed journal, whereas Chapter 5 is being prepared for

publication.

The works published or to be published presented in this thesis are listed below:

• J. Bičák, F. Hejda: Near-horizon description of extremal magnetized stationary

black holes and Meissner effect, Phys. Rev. D 92, 104006 (2015), arXiv:1510.01911

[gr-qc] (Chapter 2).

• F. Hejda, J. Bičák: Kinematic restrictions on particle collisions near extremal black

holes: A unified picture, Phys. Rev. D 95, 084055 (2017), arXiv:1612.04959 [gr-qc]

(Chapter 3).

• F. Hejda, J. Bičák, O. B. Zaslavskii: Extraction of energy from an extremal rotating

electrovacuum black hole: Particle collisions along the axis of symmetry, Phys. Rev.

D 100, 064041 (2019), arXiv:1904.02035 [gr-qc] (Chapter 4).

xv

https://doi.org/10.1103/PhysRevD.92.104006
https://arxiv.org/abs/1510.01911
https://doi.org/10.1103/PhysRevD.95.084055
https://arxiv.org/abs/1612.04959
https://doi.org/10.1103/PhysRevD.100.064041
https://doi.org/10.1103/PhysRevD.100.064041
https://arxiv.org/abs/1904.02035


• F. Hejda, J. P. S. Lemos, O. B. Zaslavskii: Extraction of energy from an extremal

rotating electrovacuum black hole: Particle collisions in the equatorial plane, in

final stages of preparation (Chapter 5).

xvi



Chapter 1

Introduction

1.1 Frame dragging – a hallmark of relativistic

gravitation

In the Newtonian theory of gravity, the gravitational field can be described by a single

scalar function, which is sourced by the matter density distribution. Therefore, if we

consider two axially symmetric objects, one at rest and the other spinning around its

axis, their Newtonian gravitational field will be precisely the same as long as their matter

distribution is the same.

On the other hand, in metric theories of gravity, in particular in Einstein’s General rel-

ativity, the graviational field, encoded in the metric, is sourced by the energy-momentum

tensor. Because of that, the metric is sensitive both to the direction and to the rate of

spin of a source object. Consequently, test bodies, which follow geodesics of the metric,

will also be influenced by the spin of the source object. This type of effects in relativistic

gravity is commonly called “frame dragging”, or just “dragging” for short.

As early as 1918, the potentially observable consequences of dragging were calculated

by Lense and Thirring using the weak-field approximation. In particular, they studied the

way in which a gyroscope precesses due to frame dragging by a nearby massive spinning

object. (A modern rederivation of the Lense-Thirring effect is given in §40.7 in [1].)

Regarding the study of dragging in the strong-field regime, a breakthrough came with

the discovery of an exact solution of Einsteins’s equations describing a rotating black hole

by Kerr [2]. (This was in 1963, more than 47 years after the solution for a static black hole

1



was found by Schwarzschild.) The Kerr solution turned out to be even more remarkable

thanks to several results by Carter. He has first shown that the geodesic equations for the

Kerr metric are fully integrable [3]. Moreover, Carter realised that the requirements for

integrability of equations of motion for test particles and fields actually provide restrictions

on the metric form that can be used to derive the Kerr solution from scratch. This new

formulation allowed Carter to find a whole generalised class of solutions [4] with several

additional parameters, which include the cosmological constant and also pathological

curiosities like NUT (Newman-Unti-Tamburino) charge and a magnetic monopole charge.

In the present thesis, we shall mostly work with the electrically charged version, i.e.

Kerr-Newman solution [5]. In Carter-like form its metric reads

g =
[adt− (r2 + a2)dϕ]

2
sin2 ϑ−∆

(
dt− a sin2 ϑdϕ

)2
Σ

+Σ

(
dr2

∆
+ dϑ2

)
, (1.1)

where

∆ = r2 − 2Mr + a2 +Q2 Σ = r2 + a2 cos2 ϑ . (1.2)

The corresponding electromagnetic potential reads

A = −Qr
Σ

(
dt− a sin2 ϑdϕ

)
. (1.3)

The original Kerr black-hole solution with mass M and an angular momentum J = aM

is recovered simply by putting Q = 0 in (1.2).

A very detailed, thorough, and long-running research into orbits of test particles in-

fluenced by strong frame dragging was enabled by the full integrability of their equations

of motion in the Kerr family of spacetimes (see e.g. [6, 7] and references therein). An

elementary, yet very important result is that the static limit, under which no particles

can remain at rest with respect to a distant observer, and the event horizon, from which

particles cannot return, do not need to coincide. Indeed, for Kerr black hole the static

limit is located at

rS = M +
√
M2 − a2 cos2 ϑ , (1.4)
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whereas the black hole horizon at

r+ = M +
√
M2 − a2 , (1.5)

and thus they differ for any a 6= 0. Moreover, it turns out that the dragging causes objects

crossing the horizon to rotate precisely with the angular velocity of the black hole. As

shown by Anderson and Lemos [8], this can have surprising consequences; when a slowly-

rotating black hole is surrounded by a fast-rotating fluid, the fluid will be forced by the

frame dragging to slow down its rotation close to the horizon, and this can lead to reversal

of the viscous torque.

1.2 Charged black holes and external magnetic fields

The first exact solution of the Einstein-Maxwell system of equations, later understood

to describe a static charged black hole, was derived independently by Reissner and

Nordström. (Reissner made the discovery particularly fast, less than three months af-

ter Schwarzchild found the uncharged version.) The Reissner-Nordström solution also

forms a subcase a = 0 of the Kerr-Nemwan solution (1.1), (1.3). Its metric reads

g = −
(

1− 2M

r
+
Q2

r2

)
dt2 +

dr2

1− 2M
r

+ Q2

r2

+ r2
(
dϑ2 + sin2 ϑdϕ2

)
, (1.6)

and it is accompanied by electrostatic field with potential

A = −Q
r
dt . (1.7)

Here Q is the black-hole charge.

For rotating black holes, the charged generalisation by Newman et al. [5] mentioned

above was also found quite fast, within two years of Kerr’s result. In the metric form

(1.1), the influence of the charge Q on the geometry of the Kerr-Newman solution is

carried solely by function ∆ (1.2). Let us emphasise that in an analogy with a charged

rotating sphere, the electromagnetic field (1.3) of the charged rotating black hole acquires

a magnetic part.

Besides not representing as major conceptual shift as the rotation, the black-hole
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charge has also been questionable with regard to its astrophysical relevance. Indeed,

several mechanisms are known that can rapidly discharge a black hole (see [9] for a short

review and references). What is then the motivation to study charged black holes?

First part of the answer stems from the fact that astrophysical black holes can be

surrounded by external magnetic fields and interact with them. An important analysis

of this phenomenon was carried out by Wald [10] in the test-field approximation. He

noted that close to an arbitrary rotating black hole, all observers will experience an

electric component of the external field even when it is required to asymptotically approach

a homogeneous, purely magnetic field at the spatial infinity. Because of this electric

component, a “magnetised” rotating black hole will selectively accrete particles with one

sign of charge, until it acquires a charge with value Q = 2BJ (where parameter B

characterises the strength of the external magnetic field and J is the angular momentum

of the black hole). Therefore, the black-hole charge can be non-negligible for fast-spinning

black holes interacting with very strong external magnetic fields.

It is natural to ask what happens to this Wald’s result in the strong-field regime, when

back-reaction of the electromagnetic field on the metric is taken into account. Difficulties

arise from the fact that asymptotically homogeneous field is incompatible with an asymp-

totically flat universe, as it would carry an infinite amount of energy. Consequences of this

problem can be seen on the example of a simple solution of the Einstein-Maxwell system,

which was first discovered by Bonnor [11] and later studied by Melvin [12]. Written in

cylindrical coordinates (R = r sinϑ, z = r cosϑ), metric of this “magnetic universe” reads

g =

(
1 +

1

4
B2R2

)2 (
−dt2 + dR2 + dz2

)
+

R2(
1 + 1

4
B2R2

)2 dϕ2 , (1.8)

whereas the potential takes the form

A =
1
2
BR2

1 + 1
4
B2R2

dϕ . (1.9)

Observing that gϕϕ → 0 for R → ∞, whereas gzz ∼ R4, we can see that Bonnor-Melvin

magnetic universe has indeed a non-flat, pathological asymptotic behaviour.

In a key step, Ernst reformulated the axially symmetric stationary problem, for both

the vacuum Einstein equations [13] and the Einstein-Maxwell system [14], using complex-

valued potentials (see also chapter 18 in [15] for broader discussion). In this framework,
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it was possible to associate symmetries of the field equations in the new formulation with

solution generating techniques, as explained by Kinnersley [16] (cf. also chapter 34 in [15]).

The generation technique previously described by Harrison [17] is a particularly important

example. It turned out that when applied on a “seed” Minkowski solution, the Harrison

transformation produces the Bonnor-Melvin magnetic universe (1.8), provided that the

Ernst potentials employed are based on the axial Killing vector ∂/∂ϕ and a real continuous

parameter is used. By analogy, applying the same type of Harrison transformation on

asymptotically flat black-hole spacetimes is thus a way to derive new solutions describing

interaction of black holes with strong external magnetic fields.

This possibility was first explored by Ernst [18] for Schwarzschild and Reissner-Nord-

ström (1.6) black holes. Subsequently, Ernst and Wild [19] outlined the application of the

magnetising Harrison transformation on the whole Kerr-Newman (1.1) family of solutions.

They performed the full integration of the resulting solution in the Kerr case, and found

that in the weak-field approximation it corresponds to the Wald solution with Q = 2BJ .

However, it should be noted that in the strong-field case, J is the angular momentum of

the seed solution, not of the final one.

A lot more research was devoted to finding new solutions via the Harrison trans-

formation. García Díaz [20] integrated the magnetised Kerr-Newman case. It was also

discussed that the Harrison transformation with imaginary continuous parameter can be

used to generate solutions describing accelerated black holes in an external electric field

[21, 22]. The most general “magnetised” solutions that were published involve many ad-

ditional parameters including electric and magnetic monopole charges, external magnetic

and electric fields, and also coefficients of a linear combination of Killing vectors (∂/∂t

and ∂/∂ϕ) on which the Harrison transformation is based [23], or acceleration of the black

holes and NUT charge [24]. Such solutions however comprise extremely lengthy mathe-

matical expressions, which restricts the possibilities of deeper analysis of their meaning.

We will thus limit ourselves to the magnetised Kerr-Newman black holes (MKN) as out-

lined in [19] (i.e. generated by the Harrison transformation based on ∂/∂ϕ and using real

continuous parameter).

Various properties of the MKN class of solutions were studied in detail in the litera-

ture. Hiscock [25] prove that Schwarzschild-Melvin solution is the only static case among

magnetised black holes. Although the asymptotic behaviour of the solutions produced by
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the magnetising Harrison transformation generally resembles the Bonnor-Melvin magnetic

universe, Hiscock also found that only Schwarzchild-Melvin solution really approaches it.

Indeed, he has shown that for other magnetised black holes the electric field on the axis

does not vanish when we go to the spatial infinity. This differs form the behaviour of the

magnetic universe, which contains no electric field.

More recently, a complementary issue was described by Gibbons, Mujtaba and Pope

[26]. They studied ergoregions in the MKN spacetime and found them to extend to the

spatial infinity, except for the case when the parameters of the seed solution and the

strength of the external magnetic field are related by Q = −BMa.

A very challenging issue is how to define global quantities like mass and angular mo-

mentum for MKN black holes, and how to formulate the first law of black-hole thermody-

namics employing those quantities. Karas and Vokrouhlický [27] made an early attempt

in this direction using Komar formulae. However, despite a number of interesting results,

their study was only partially successful. Much more complete analysis of the thermody-

namics of MKN black holes was delivered by Gibbons, Pang and Pope [28]. A different

suggestion was presented in a preprint by Booth et al. [29]. They calculated the global

quantities for MKN using two methods, the isolated horizon formalism and a modifica-

tion of Komar formulae that the authors proposed. The two approaches were found to

completely agree with each other, but not with the results of [28]. In particular, whereas

the expression for the angular momentum in [29] turned out to be the same as the one

of [28], the expression for the mass did not. This issue became somewhat controversial,

since the results of Booth et al. regarding the mass of the MKN black hole had to be

excluded from the journal version [30]. However, Astorino et al. [31] recently confirmed

the disputed results of [29] using yet another method of determining the mass of the MKN

black hole. To explain the source of this tension remains an open issue.

A further frequently studied aspect of the ineteraction of black holes with external

magnetic fields is the expulsion of the external field by extremal black holes, the so-

called black-hole Meissner effect. The name refers to an analogy with Meissner effect

for superconductors, which expel magnetic field when they reach the superconducting

state. Let us note that black-hole Meissner effect also manifests itself by vanishing of the

magnetic flux across a hemisphere of the horizon. It was first noticed in the test-field
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regime with the Kerr black hole [32, 33], where the flux is given by

FH = Bπr2+

(
1− a4

r4+

)
. (1.10)

This expression indeed vanishes in the extremal case, in which r+ = M = |a|.

The black hole Meissner effect is actually quite general; it takes place for all axially

symmetric stationary test fields around a rotating black hole [33] and it also arises for

extremal charged (non-rotating) black holes even for test (electromagnetic) fields that are

in general coupled to gravitational perturbations [34]. There are, however, field configu-

rations which penetrate even the horizons of extremal black holes (see e.g. [33, 35]).

Regarding the strong field regime, Karas and Vokrouhlický [27] correctly identified

the uncharged and non-rotating cases of extremal MKN black holes and found out that

the Meissner effect does occur in these cases. In the uncharged case, this was also noted

in [28]. The black-hole Meissner effect has also recently been studied from very general

perspectives, including its relation to mode entanglement [36] and its analysis in the

framework of weakly isolated horizons [37] and almost isolated horizons [38].

In recent years, yet another astrophysical motivation to study black-hole charge ap-

peared, when multiple authors realised that charged black holes might be needed to

explain the mechanism behind fast radio bursts. For example, Zhang [39] suggested that

the burst can be produced due to the rapidly changing magnetic dipole moment during a

black-hole merger, in which at least one of the black holes is sufficiently charged. Punsly

and Bini [40] proposed another model, in which the burst results from a prompt discharge

of a metastable Kerr-Newman black hole formed by gravitational collapse of a suitable

neutron star. A numerical study of such a collapse was performed by Nathanail et al.

[41].

Anyway, regardless of all the intricacies, there always remains the simple fact that

elementary particles have incredibly large charge-to-mass ratios. Therefore, even if the

charge-to-mass ratio of the black hole in the centre of our Gallaxy has been constrained

to be smaller than about 10−19 [42], this is still non-negligible with respect to electrons,

which have charge-to-mass ratio of order 1021.
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1.3 Penrose process and its generalisations

In the zone between the static limit (1.4) and the event horizon (1.5) of the Kerr black

hole, later named ergoregion, all particles are forced to corotate with the black hole.

Furthermore, inside the ergoregion, particles can have negative energies with respect to

the reference system of a distant observer. Penrose [43] realised that the properties of the

ergoregion make it possible to extract rotational energy from the black hole, and proposed

mechanisms to do so. In the most interesting one, the so-called Penrose process, a particle

coming from far away enters the ergoregion and then disintegrates into two fragments.

If one of the fragments has negative energy, the other will have more energy than the

original particle. The black hole will thus lose energy, if the boosted fragment escapes.

This was further elucidated by Christodoulou [44], who introduced the framework of

reversible and irreversible transformations into black-hole physics. In particular, he has

shown that although the mass and angular momentum of the black hole can be reduced

through the Penrose process, there also exists an irreducible mass of the black hole which

can never decrease. Only the rotational mass-energy can be extracted from vacuum black

holes.

Bardeen, Press and Teukolsky looked into Penrose process, among other things, in their

seminal paper [45]. They noted that putting one of the fragments into the negative energy

state would require a boost of about half the velocity of light during the disintegration of

the initial particle. This was corroborated by a more detailed calculation by Wald [46],

who derived an inequality constraining the relative velocity of the fragments.

Christodoulou and Ruffini [47] soon extended the framework of reversible and irre-

versible transformations [44] to the case of charged, rotating black holes. This enabled the

Penrose process to be generalised likewise, as demonstrated on the example of Reissner-

Nordström black holes (1.6) by Denardo and Ruffini [48]. A more significant step in

the electromagnetic generalisation of the Penrose process was taken more than a decade

later by Wagh, Dhurandhar and Dadhich [49]. They used the astrophysically motivated

setup of a black hole interacting with an external magnetic field (in the test-field regime

[10]), and realised that the relative velocity restrictions can be circumvented for charged

particles in this setting. (For a detailed review, see [50].)

Another way to tackle the Wald inequality is to consider particle collisions instead of

decays [51, 52]. In such a case, the required high relative velocity of the particles after
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the interaction can result naturally from high relative velocity of the colliding particles.

Therefore, it makes sense to search for possibilities of high-energy collisions. Both of the

early studies identified limiting cases, in which the relative Lorentz factor between the

colliding particles actually diverges. Piran, Shaham and Katz (PSK) [51] found that this

is the case for a collision of an (azimuthally) orbiting particle with an infalling particle, if

the point of collision approaches the horizon and the black hole approaches extremality.

(Note that for the extremal Kerr black hole, various circular orbits exist all the way down

to the horizon radius [45].) Piran and Shaham (PS) [52] further noted that the relative

Lorentz factor also diverges for a collision between a radially outgoing and a radially

incoming particle, if the collision point is taken to the horizon.

1.4 BSW effect and related phenomena

Both the PSK and PS effects mentioned above are not very realistic per se, as it is not

clear, where an orbiting or an outgoing particle near the horizon could possibly originate

from. However, for the PSK effect, this deficiency was later remedied by Bañados, Silk

and West (BSW) [53], who discovered a variant of the effect with particles coming from

rest at infinity. The key observation is that in the extremal Kerr spacetime, there exist

fine-tuned, so-called critical particles, which do not fall into the black hole, yet only

asymptotically approach the horizon radius. This type of motion resembles a situation

when a particle asymptotically approaches a circular orbit; hence the correspondence

between the BSW and PSK near-horizon collisions.

Upon its discovery, the BSW effect was connected to an idea of a black hole acting as a

Planck-scale “particle accelerator”, and in this way becoming a probe for certain types of

dark matter. However, such a possibility turned out to be unfeasible. First, astrophysical

black holes cannot get arbitrarily close to extremality through spin-up [54], and this limits

the achievable centre-of-mass energy in particle collisions [55, 56]. Second, even in the case

of an extremal black hole, achieving arbitrarily high cnetre-of-mass collision energy would

require arbitrarily long time [56, 57]. (See also Section 3.1 of [58] for further discussion.)

Despite all the practical limitations, the BSW effect (and its generalisations) continued

to attract attention, representing both an interesting theoretical issue on its own and a

“best-case scenario” of a collisional Penrose process. (The idea of BSW-type processes
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serving as a dark matter probe also continued to be updated and observable signatures

or lack thereof were estimated, cf. for example [59–61].)

Several authors studied in detail alternatives of the BSW effect for subextremal black

holes. For example, Grib and Pavlov [57, 62] considered processes with multiple subse-

quent collisions. They realised that arbitrarily high centre-of-mass energies are possible

even for subextremal black holes, if one considers collisions involving particles confined

by the effective potential to an arbitrarily small range of radii close to the horizon. Such

particles could be produced by a previous collision of particles coming from rest at infinity.

In this way, a multiple-scattering process can overcome the limitations mentioned above.

Various generalisations of the original BSW effect for extremal Kerr black holes were

also discussed in the literature. First, Zaslavskii [63] showed that BSW effect is in prin-

ciple possible for arbitrary rotating black holes, yet in some cases the critical particles

might not be able to approach the horizon radius. This was confirmed on the example

of extremal black Kerr-Newman black holes [64, 65], for which the BSW effect (with un-

charged particles) is possible only when the spin parameter is above a certain threshold

value.

Similarly to the Penrose process, an analogy of the BSW effect was found for charged

particles in the extremal Reissner-Nordström spacetime [66]. In this version of the effect,

critical particles need to have a fine-tuned value of charge instead of angular momentum,

and thus they can also move purely radially. Regardless of the differences, Zaslavskii

demonstrated that the ubiquity of the BSW effect stems from its kinematic nature related

to properties of the spacetime in the vicinity of a horizon [67, 68].

Most of the research of the BSW effect and its generalisations concerns particles mov-

ing in the equatorial plane. Nevertheless, Harada and Kimura [69] considered the BSW

effect with non-equatorial particles in the extremal Kerr spacetime and they found out

that it does not work around poles. These results were further generalised in [65, 70].

As mentioned above, high-energy collisions seem to be a natural workaround of the

limitations related to the Wald inequality. However, can they really lead to significant

extraction of energy from a black hole via the collisional Penrose process? The stringent

early assessment of bounds on energy extracted through BSW collisions, presented in [56],

was later identified as too crude in [62]. More detailed analyses were performed using both

numerical simulation [71] and analytical calculations [72, 73]. It turned out that energy

10



extraction through BSW effect in rotating black-hole spacetimes is possible, but limited

by unconditional bounds on the energy and mass of the escaping particles. In particular,

Harada, Nemoto and Miyamoto [72] claimed the maximum efficiency of the collisional

Penrose process in the Kerr spacetime to be 146.6%.

However, these bounds had to be revised, when it turned out that BSW effect is not

the actual best-case scenario. As revealed by a numerical study conducted by Schnittman

[74], particles that are not precisely critical can get reflected by the effective potential

very close to the horizon, and then, while still moving in the vicinity of the horizon,

be involved in collisions with other particles. The reversed sign of the radial velocity of

the colliding nearly critical particle is advantageous for the energy extraction. Including

this Schnittman effect, the maximum efficiency of the collisional Penrose process in the

Kerr spacetime is 1392%. Analytical studies of the Schnittman effect [75, 76] however

revealed that this value can be reached only when the particle absorbed by the black hole

in the process is very massive. It was further demonstrated that even the efficiency bound

established by Schnittman can be lifted in principle [77]. However, the process studied in

[77] is in fact a more sophisticated version of the PS effect, and thus it is not as relevant

for practical purposes [78, 79]. Thus, the efficiency bound of 1392% was confirmed for

realistic initial conditions in the Kerr spacetime [78].

Curiously enough, for the charged version of the BSW effect in the extremal Reissner-

Nordström spacetime, analytical studies [80, 81] found no unconditional bounds on the

energy or mass of the escaping particles at all.

Studies of the Penrose process, together with various effects of high-energy collisions,

mostly stay within the test particle approximation, neglecting all influence of backreac-

tion. Due to the considerable difficulty of taking the backreaction into account for point

particles, some authors turned to thin gravitating shells, which are easier to describe con-

sistently. In the case of the Reissner-Nordström spacetime, it turned out that a BSW-like

collision of charged spherical shells can happen only under a horizon, and thus it does

not lead to extraction of energy [82]. Nevertheless, a follow-up work found that a single

charged-shell collision in the Reissner-Nordström case can actually extract nearly all the

energy permitted by the area law, but in a setting which is not related to the BSW-

type effect [83]. Furthermore, results of [82] were extended to rotating three-dimensional

(Bañados-Teitelboim-Zanelli) case [84].
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However, in contrast with the results for gravitating shells, analyses that either con-

sidered particle trajectories with inclusion of some self-force contributions [85], or used

model-independent estimates for non-geodesic effects [86], indicate that BSW effect can

be possible even when backreaction is taken into account.
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Chapter 2

Near-horizon description of extremal

magnetised stationary

black holes and Meissner effect

2.1 Outline and summary

As we discussed in the Introduction, inclusion of the black-hole charge is chiefly motivated

by the fact that it arises from interaction of black holes with external magnetic fields. In

the present chapter (accompanied by Appendices A and B), we would like to underpin this

motivation using the concrete example of magnetised Kerr-Newman (MKN) black holes.

As mentioned above, we use the designation “MKN” for solutions obtained from Kerr-

Newman spacetime through application of the Harrison transformation employing Ernst

potentials based on the axial Killing vector and utilising a real continuous parameter (cf.

Appendix B).

Our MKN solutions thus form a subclass in the branch MKN (α = 0, β = 1) of general

solutions MKN (α, β) of [23]; here α and β are coefficients in the linear combination of

the Killing vectors ∂/∂t and ∂/∂ϕ. They also coincide with the solutions rederived recently

by Gibbons, Mujtaba and Pope [26] by the use of the SU (2, 1) global symmetry which

arises after a Kaluza-Klein reduction of the four-dimensional Einstein-Maxwell theory.

By putting the magnetic charge g = 0 in the branch MKN (α = 0, β = 1), one obtains

solutions described by García Díaz in [20], which include the “addition” of both electric

and magnetic fields. Here we restrict ourselves to pure magnetisation. In this way we
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guarantee that the new solutions preserve the “mirror symmetry”, i.e. are invariant under

reflections ϑ → π − ϑ. For the same reason it is necessary to put the magnetic charge

p = 0 in the solutions of [26].

The way to generate a MKN solution by the Harrison transformation of the Kerr-

Newman metric is summarised in Appendix B. Here it is also demonstrated that the

rigidity theorems for dragging and electromagnetic potentials (and some related proper-

ties) are preserved by the transformation.

The specific aim of this chapter is to analyse some aspects of interaction of black

holes with the external field in the strong-field regime, especially the Meissner effect, by

applying the near-horizon limit to extremal cases of the MKN metric and its accompanying

electromagnetic field. We use the term near-horizon (limiting) “description” in our work.

The issue of describing the near-horizon geometry of extremal black holes has a long

history. Indeed, some indications can already be found in the well-known work by Carter

[4], in which metrics enabling a separable wave equation are derived. The Kerr metric

(1.1) is the best known example, as we mentioned in 1.1. However, Carter also includes

(among different cases labelled by [A] , [B (−)], etc.) metrics which, in fact, represent

near-horizon geometries. The transition between the cases is discussed formally only,

without a physical interpretation.

More recently, near-horizon geometries appeared in the discussion of extremal limits

of black holes in grand canonical ensemble [87, 88] (cf. also [89]). In general, multiple pro-

cedures involving the near-horizon limit are possible with distinct interpretations related,

for example, to the limiting behaviour of the Hawking temperature (see e.g. [90, 91]). In

our work, we start with extremal MKN black holes with fixed physical parameters and

use an arbitrary limiting parameter following the work by Bardeen and Horowitz [92] on

the Kerr-Newman spacetime. We, however, start from spacetimes which are not included

in Carter’s framework. That the near-horizon limit can be used beyond Kerr-family black

holes has also been shown by Dias and Lemos in the case of accelerated black holes [93].

It is known that limiting metrics describing the near-horizon “throat” regions usually

have AdS-like asymptotics. This property makes the near-horizon limit interesting in

string theory and holographic duality (see [91, 92] and the living review by Compère

[94]). The high symmetry of the near-horizon limiting spacetimes has been analysed by

Kunduri and Lucietti [95, 96], emphasising that the picture is similar even beyond 4D
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general relativity. In Appendix A we will give some explicit calculations that relate the

well-known symmetry group SO(1, 2)×U(1) generated by Killing vectors to the “Carter-

type” symmetry studied in [4]. The fact that this kind of symmetry emerges in the

near-horizon limit even when it is not present in the original spacetime will be useful to

support our conclusions below.

We found that there are some missing terms in the expressions for electromagnetic

potential in Carter’s fundamental work [4] (in subcases [B (±)]). (This can also be seen

by comparison with formulae for the B0
± subcases restricted to f = 1 in [97].) Krasiński

noticed the problem when he was editing Carter’s later work [98] for its republication

[99] in the “Golden Oldie” series in the GRG journal. However, he did not relate the

error to its root in the earlier article [4]. Krasiński, in his editorial note [100], interpreted

Carter’s derivation as a de facto near-horizon limit, but he did not find the correct remedy

for the error (whereas Bardeen and Horowitz [92] did not discuss the behavior of the

electromagnetic potential in the limit). In order to clarify these uncertainties, we rederive

the process of the near-horizon limit step by step in Section 2.3. The general scheme was

summarised by Compère [94].

The outline of the present chapter is as follows. In Section 2.2 we briefly review some

features of black hole solutions in magnetic universes, including the three cases admitting

degenerate horizons, going from simpler stationary Ernst solution [18], i.e. magnetised

Reissner-Nordström black hole, to the Ernst-Wild solution [19], i.e. magnetised Kerr

metric, and the general MKN black holes. We also mention possible gauges and the

corresponding regularity of the electromagnetic potential at the axis – which appears to

be unnoticed in the literature so far. In Section 2.3, we review the near-horizon geometries

of extremal cases, which were previously studied in [101, 102]. (We were able to rearrange

some of the expressions presented in 2.3 into simpler and shorter forms using the results

of Section 2.4.)

It is known that the near-horizon geometry has four Killing vectors. In Appendix A

we use them to construct a Killing tensor which is an element of symmetry related to

the separability of the Hamilton-Jacobi (and the wave) equation. Since all the metrics

admitting such symmetry were already derived by Carter, we conclude that there has

to be some degeneracy and that it has to be possible to express the “new” solutions

for near-horizon geometries of magnetised black holes using some simpler metrics with
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less parameters. We discuss this point in Section 2.4 going from special cases that are

easy to express to the general extremal case of MKN black holes. We find that the

near-horizon metric of extremal MKN black holes coincides (up to rescaling of Killing

vectors by a constant) with the near-horizon Kerr-Newman metric described using just

two independent effective parameters (M̂, â, Q̂minus the constraint of extremality) instead

of three (B,M, a,Q minus the constraint of extremality); the parameter B characterising

the strength of the external magnetic field enters expressions for â and Q̂. We can further

reduce the number of parameters by excluding the physical scale and using dimensionless

parameters. Then we end up with a graph of a plane with two parameters, BM and γKN,

where γKN is the “Kerr-Newman mixing angle”: a = M cos γKN, Q = M sin γKN. The

plane is foliated by curves (classes of equivalence) labeled by just one parameter – the

“effective Kerr-Newman mixing angle” γ̂KN. We note that this parameter is related to

the invariants like the curvature of the horizon.

We were led by the symmetry arguments given in Appendix A to conclude that the

near-horizon description of any extremal MKN black hole is given by the near-horizon

description of a corresponding extremal Kerr-Newman solution. However, this conclusion

is also implied by the results of Lewandowski and Pawlowski [103], who used the theory of

isolated horizons to prove that all the extremal axially symmetric electrovacuum horizons

must be the Kerr-Newman ones (for generalisations of this statement in the framework

of near-horizon description, see the living review by Kunduri and Lucietti [96]). In Sec-

tion 2.4.4 we sketch how the approach of [103] can also be used to define the effective

parameters.

Curiously enough, our expression for the product âM̂ coincides precisely with the

angular momentum of a MKN black hole derived from general principles in [28], when we

restrict it to extremal cases. Our effective mass, however, does not match the one proposed

in [28]. Booth et al. [29] recently inquired into (dis)agreements of various procedures of

defining the mass of MKN black holes. One can see that our parameter M̂ coincides with

“isolated horizon mass” MIH discussed in [29], when we evaluate it in the extremal case.

In Section 2.4 we also discuss the Meissner effect. The external magnetic field strength

parameter B gets absorbed in the effective Kerr-Newman parameters. Hence, the mag-

netic flux coming through the degenerate horizon can be expressed without including

B. Such flux is caused just by the physical charge on the black hole and its angular
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momentum. The effect of the external magnetic field is just an “implicit” one.

2.2 Charged, rotating black holes in magnetic fields

As mentioned in the Introduction, application of the magnetising Harrison transformation

(cf. Appendix B) on the Minkowski metric produces the Bonnor-Melvin universe (1.8),

which is filled by a magnetic field pointing in the z direction (1.9). Analogically, the

Harrison transformation can be used to generate what Ernst [18] called “black holes in a

magnetic universe” from asymptotically flat black-hole models.

2.2.1 Stationary Ernst solution

By applying the Harrison transformation to the Reissner-Nordström solution (1.6) with

mass M and charge Q, one obtains the stationary Ernst metric

g = |Λ|2
[
−
(

1− 2M

r
+
Q2

r2

)
dt2 +

1

1− 2M
r

+ Q2

r2

dr2 + r2 dϑ2

]
+
r2 sin2 ϑ

|Λ|2
(dϕ− ω dt)2 .

(2.1)

The complex function Λ (cf. (B.18)), which carries the overall effect of the addition of

the external magnetic field on the metric, is given by

Λ = 1 +
1

4
B2
(
r2 sin2 ϑ+Q2 cos2 ϑ

)
− iBQ cosϑ , (2.2)

where B parametrises the strength of the external field.

It is easy to see that if one superimposes a magnetic field pointing in the z direction

onto the radial electric field of the Reisnner-Nordström solution (1.7), the resulting elec-

tromagnetic field has a nonzero angular momentum. Such an angular momentum is the

reason why the spacetime is not static and the following dragging potential arises:

ω = −2BQ

r
+B3Qr +

B3Q3

2r
− B3Q

2r

(
r2 − 2Mr +Q2

)
sin2 ϑ . (2.3)

The actual electromagnetic field generated by the Harrison transformation is, how-

ever, much more involved than the simple combination we mentioned above. One can

get the azimuthal component of the electromagnetic potential by means of the Harrison

17



transformation (see (B.3))

A(1)
ϕ =

1

B |Λ|2
[
2 ReΛ (ReΛ− 1) + (ImΛ)2

]
. (2.4)

However, the given gauge is not very convenient because A(1)
ϕ has a nonzero value for

ϑ = 0. If we shift A(1)
ϕ by a constant to remedy this problem, we obtain

Aϕ =
1

B |Λ|2

[(
2 + 3

2
B2Q2

)
(ReΛ)2 +

(
1− 1

16
B4Q4

)
(ImΛ)2

1 + 3
2
B2Q2 + 1

16
B4Q4

− 2 ReΛ

]
. (2.5)

This unique gauge, which corresponds to Aµ being smooth on the axis, is important for

the study of the particle motion within the Hamiltonian formalism (cf. 3.2), since there

the electromagnetic potential becomes a physically relevant quantity. (For other physical

arguments constraining the azimuthal component of the potential, see [94].)

Strength of the radial electric field in the locally non-rotating frame (cf. [45] and

equations (2.29),(2.30)) is given by

F(r)(t) =
1

|Λ|4

{[
(ReΛ)2 − (ImΛ)2

]
(2− ReΛ)

Q

r2
+

+
B

2

(
1− Q2

r2

)
ImΛ

[
(ReΛ)2 − (ImΛ)2 − 4 ReΛ

]
cosϑ

}
.

(2.6)

This quantity turns out to be important for the near-horizon limit.

2.2.2 Ernst-Wild solution and a general MKN black hole

The Ernst-Wild solution with metric

g = |Λ|2Σ
[
−∆

A
dt2 +

dr2

∆
+ dϑ2

]
+

A

Σ |Λ|2
sin2 ϑ (dϕ− ω dt)2 , (2.7)

is generated by the Harrison transformation from the Kerr (uncharged) “seed” metric

with rotation parameter a (cf. [19]). Here functions

Σ = r2 + a2 cos2 ϑ , A =
(
r2 + a2

)2 −∆a2 sin2 ϑ , ∆ = r2 − 2Mr + a2 (2.8)
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take the same form as in the Kerr solution. The complex function Λ reads

Λ = 1 +
1

4
B2A

Σ
sin2 ϑ− i

2
B2Ma cosϑ

(
3− cos2 ϑ+

a2

Σ
sin4 ϑ

)
. (2.9)

The dragging potential

ω =
a

r2 + a2

{(
1−B4M2a2

)
−∆

[
Σ

A
+
B4

16

(
− 8Mr cos2 ϑ

(
3− cos2 ϑ

)
−

− 6Mr sin4 ϑ+
2Ma2 sin6 ϑ

A

[
r
(
r2 + a2

)
+ 2Ma2

]
+

+
4M2a2 cos2 ϑ

A

[(
r2 + a2

) (
3− cos2 ϑ

)2 − 4a2 sin2 ϑ
])]}

,

(2.10)

differs form the one for the Kerr metric only by (complicated) contributions proportional

to B4. Although the components of the field strength tensor become even more involved

than in the stationary Ernst case, the azimuthal component of the potential for the

Ernst-Wild solution has a very simple form in the gauge implied directly by the Harrison

transformation:

A(1)
ϕ =

2

B

(
1− ReΛ

|Λ|2

)
. (2.11)

After subtracting its value at the axis to obtain a regular expression we have

Aϕ =
2

B

(
1

1 +B4M2a2
− ReΛ

|Λ|2

)
. (2.12)

For the general MKN (magnetised Kerr-Newman) spacetime, the metric form is the

same as for the Ernst-Wild solution (2.7), only with∆ replaced by (as in the Kerr-Newman

metric)

∆ = r2 − 2Mr + a2 +Q2 . (2.13)

The function Λ gets even more involved than in the previous case

Λ = 1 +
1

4
B2

(
A + a2Q2 (1 + cos2 ϑ)

Σ
sin2 ϑ+Q2 cos2 ϑ

)
+

+
BQ

Σ

[
ar sin2 ϑ− i

(
r2 + a2

)
cosϑ

]
−

− i

2
B2a cosϑ

[
M
(
3− cos2 ϑ

)
+
Ma2 sin2 ϑ−Q2r

Σ
sin2 ϑ

]
.

(2.14)
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A full overview of expressions for ω and for the electromagnetic potential in a general MKN

spacetime is conveniently presented in [26], in equations (B.8)-(B.9) and (B.15)-(B.18),

respectively.

2.2.3 Global properties of magnetised black holes

First, let us note that one can easily verify that the positions of the Killing horizons in

the coordinate r are left in place by the Harrison transformation. They are still given by

the roots of ∆, i.e. r± = M +
√
M2 −Q2 − a2. The roots coincide for M2 = Q2 + a2,

which defines the extremal case; one can make sure that the surface gravity of the Killing

horizon vanishes in this case. These facts were already noted e.g. in [27].

As we explained in the Introduction, the solutions generated by application of the

Harrison transformation have pathological, non-flat asymptotic behaviour. Nevertheless,

the asymptotic zone can be disregarded, if there at least exists a range of radii, for which

the spacetime is approximately flat. As discussed by Bičák and Janiš [33], this is the case

for values of r where |Λ|2 .
= 1, yet they are sufficiently outside the horizon, i.e. values

satisfying

r+ � r � 1/B . (2.15)

This is well visualised by the embedding diagrams constructed in [104]. It is also noted

in [33] that inequality (2.15) can be satisfied only when |BM | � 1, whereas for large

values of dimensionless quantity BM the astrophysical relevance of magnetised black

hole spacetimes is dubious.

Hiscock [25] noticed that MKN spacetimes contain a conical singularity along the axis

of symmetry, which can be removed by modifying the range of the azimuthal coordinate

to ϕ ∈ [0, ϕmax). Here ϕmax is obtained as follows:

ϕmax = 2π lim
ϑ→0

√
gϑϑ(r, ϑ)

∂
√
gϕϕ(r,ϑ)

∂ϑ

. (2.16)

In case of a general MKN black hole we get

ϕmax = 2π

[
1 +

3

2
B2Q2 + 2B3MQa+B4

(
1

16
Q4 +M2a2

)]
. (2.17)

Alternatively, one can define a new azimuthal coordinate ϕ̃ with the standard range [0, 2π)
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by ϕ̃ = (2πϕ)/ϕmax. However, we shall follow most of the literature and use ϕ with (2.17).

2.3 The near-horizon description of extremal config-

urations

Let us now introduce the procedures used to find the near-horizon descriptions of extremal

black holes (cf. also [92, 94]) and apply them to black holes in strong magnetic fields. In

the case of the MKN black holes we impose the extremality condition M2 = Q2 + a2.

2.3.1 General prescription

2.3.1.1 The metric in the extremal case

The metric of an axisymmetric, stationary, electrovacuum black hole can be written as

follows [105]:

g = −N2 dt2 + gϕϕ (dϕ− ω dt)2 + grr dr
2 + gϑϑ dϑ

2 . (2.18)

For an extremal black hole the metric can be cast into the form

g = − (r − r0)2 Ñ2 dt2 + gϕϕ (dϕ− ω dt)2 +
g̃rr

(r − r0)2
dr2 + gϑϑ dϑ

2 , (2.19)

where the degenerate horizon is located at r = r0 and Ñ and g̃rr are regular and non-

vanishing at the horizon.

To describe the “near-horizon” region, we introduce new time and spatial coordinates

τ and χ by relations

r = r0 + pχ , t =
τ

p
, (2.20)

where p is the limiting parameter. For any finite non-zero value of p the new coordinates

cover the entire spacetime up to “standard” spatial infinity. However, in the extremal

black-hole spacetimes, there exists yet another infinity: the proper radial distance between

two points along t = constant diverges if one of the points approaches r0. With parameter

p in transformation (2.20) converging to zero, the metric (2.19) goes over to a new metric

which describes the infinite region (“throat”) involving r = r0. The standard spatial

21



infinity is “lost” in this limiting procedure.

A more complicated issue arises in describing the dragging in the near-horizon limit.

To do this we first expand ω around its value ωH at the horizon

ω
.
= ωH +

∂ω

∂r

∣∣∣∣
r0

(r − r0) = ωH +
∂ω

∂r

∣∣∣∣
r0

pχ , (2.21)

so that

dϕ− ω dt
.
= dϕ−

(
ωH +

∂ω

∂r

∣∣∣∣
r0

pχ

)
dτ

p
= dϕ− ωH

p
dτ − ∂ω

∂r

∣∣∣∣
r0

χdτ . (2.22)

Since as a consequence of the rigidity theorem (see Appendix B) the value ωH is constant,

the transformation from ϕ to an “unwinded angle” ψ can be integrated

ϕ = ψ +
ωH

p
τ . (2.23)

With p→ 0, we obtain

dϕ− ω dt = dψ − ∂ω

∂r

∣∣∣∣
r0

χdτ . (2.24)

It is thus seen that the p → 0 limit replaces ω by the linear-order term of its expansion

at the horizon.

Following this procedure, we arrive at the near-horizon metric given in Appendix A,

equation (A.3). In the specific case of the Kerr-Newman metric (1.1), we get

g =
[
Q2 + a2

(
1 + cos2 ϑ

)](
− χ2

(Q2 + 2a2)2
dτ 2 +

dχ2

χ2
+ dϑ2

)
+

+
(Q2 + 2a2)

2
sin2 ϑ

Q2 + a2 (1 + cos2 ϑ)

(
dψ +

2a
√
Q2 + a2χ

(Q2 + 2a2)2
dτ

)2

,

(2.25)

(cf. [98] and, in particular, [92], where the equation above with small rearrangements is

formula (4.2)).

2.3.1.2 The electromagnetic field

As a consequence of the limiting procedure with p → 0, components of some tensorial

quantities may become singular, which is the case with the electromagnetic potential.

However, the problem can be circumvented as we explain below. Defining the generalised
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electrostatic potential by

φ = −At − ωAϕ , (2.26)

and expanding the electromagnetic potential in r−r0 = pχ using equations (2.20), (2.23),

we obtain

A = At dt+ Aϕ dϕ
.
=

.
=

(
At|r0 +

∂At
∂r

∣∣∣∣
r0

pχ

)
dτ

p
+

(
Aϕ|r0 +

∂Aϕ
∂r

∣∣∣∣
r0

pχ

)(
dψ +

ωH

p
dτ

)
.
=

.
=
(
At|r0 + ωH Aϕ|r0

) dτ
p

+

(
∂At
∂r

∣∣∣∣
r0

+ ωH
∂Aϕ
∂r

∣∣∣∣
r0

)
χdτ + Aϕ|r0 dψ =

= −φH

p
dτ +

(
∂At
∂r

∣∣∣∣
r0

+ ωH
∂Aϕ
∂r

∣∣∣∣
r0

)
χdτ + Aϕ|r0 dψ .

(2.27)

Since φH = constant (see Appendix B), the first term, which blows up, can be subtracted

from the final limiting potential by a gauge transformation.

By applying the limiting procedure (including the gauge-fixing) to the electromagnetic

potential of the Kerr-Newman solution (1.3), we obtain1

A =
Q

Q2 + a2 (1 + cos2 ϑ)

(
Q2 + a2 sin2 ϑ

Q2 + 2a2
χdτ + a

√
Q2 + a2 sin2 ϑdψ

)
. (2.28)

Let us turn back to the general case of axially symmetric, stationary, electrovacuum

black hole with metric (2.18) and electromagnetic potential (2.27). Introducing the frame

vectors associated with metric (2.18)

e(t) =
1

N

(
∂

∂t
+ ω

∂

∂ϕ

)
, e(ϕ) =

1
√
gϕϕ

∂

∂ϕ
, (2.29)

e(r) =
1
√
grr

∂

∂r
, e(ϑ) =

1
√
gϑϑ

∂

∂ϑ
, (2.30)

1Bardeen and Horowitz [92] do not give the expression for the electromagnetic potential. Carter’s
potential (see equation (5.64) in the original version in [98]) does not satisfy Maxwell equations as noted
in the “Editorial Note” [100]. Unfortunately, the potential given in the republication [99] of [98] is also
not correct. The correct form of the potential, though given in an other rearrangement, is contained in
equation (39) in [94].
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we find that the frame component of the radial electric field strength reads

F(r)(t) =
1

N
√
grr

(
∂At
∂r

+ ω
∂Aϕ
∂r

)
. (2.31)

We shall note that for MKN black holes, it is possible to calculate this component straight

from the relations of the Ernst formalism and of the Harrison transformation (cf. equation

(B.26)), without reference to At. Regarding (2.27), the time component of the electro-

magnetic potential after p→ 0 can be written as

Aτ =
(
Ñ
√
g̃rrF(r)(t)

)∣∣∣
r0
χ . (2.32)

Now it is important to realise that on a degenerate horizon of any extremal MKN

black hole (see Appendix B)

ω̃ ≡ ∂ω

∂r

∣∣∣∣
r=r0

= constant , φ̃ ≡ ∂φ

∂r

∣∣∣∣
r=r0

= constant . (2.33)

Combining equations (2.24), (2.27), (2.33) and realizing that the expression multiply-

ing χ in equation (2.32) is just a function of ϑ, we see that in the near-horizon limit we

can express

ω = ω̃χ , φ = φ̃χ , Aτ = Ãτ (ϑ)χ . (2.34)

Using also (2.26), we can write

φ = −Aτ − ωAψ , Aψ(ϑ) =
1

ω̃

(
−φ̃− Ãτ (ϑ)

)
, (2.35)

where, observing (2.27), we put Aψ = Aϕ|r0 . Since we demand the electromagnetic

potential to be smooth, its azimuthal component must vanish at the axis, so

φ = − Aτ |ϑ=0 , Aψ(ϑ) =
1

ω̃

(
Ãτ (0)− Ãτ (ϑ)

)
. (2.36)

We conclude that we can determine the whole potential of the electromagnetic field

in the near-horizon limit solely from the F(r)(t) component of the electromagnetic field in

the original spacetime by relations (2.32) and (2.36).
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2.3.2 Near-horizon description of extremal black holes in strong

magnetic fields

We shall now apply the above procedure to black holes in strong magnetic fields going

from the simplest stationary Ernst solution to the MKN black holes.

2.3.2.1 Stationary Ernst solution

By taking the near-horizon limit of metric (2.1), we obtain

g =

[(
1 +

1

4
B2Q2

)2

+B2Q2 cos2 ϑ

](
−χ

2

Q2
dτ 2 +

Q2

χ2
dχ2 +Q2 dϑ2

)
+

+
Q2 sin2 ϑ(

1 + 1
4
B2Q2

)2
+B2Q2 cos2 ϑ

[
dψ − 2B

Q

(
1 +

1

4
B2Q2

)
χdτ

]2
,

(2.37)

which reduces to the well-known Robinson-Bertotti solution (also obtained by putting

a = 0 in (2.25)), if we set B = 0. Using the relations (2.32) and (2.36) with (2.6), we can

express the he components of the electromagnetic potential as follows:

Aτ =
χ

Q

(
1 + 1

4
B2Q2

)2 −B2Q2 cos2 ϑ(
1 + 1

4
B2Q2

)2
+B2Q2 cos2 ϑ

(
1− 1

4
B2Q2

)
, (2.38)

Aψ =
−BQ2

1 + 3
2
B2Q2 + 1

16
B4Q4

(
1− 1

16
B4Q4

)
sin2 ϑ(

1 + 1
4
B2Q2

)2
+B2Q2 cos2 ϑ

. (2.39)

Let us note that this solution is contained in a wider class studied in [101].2

2In [101] generalisations of Reinssner-Nordström and Robinson-Bertotti solutions with additional pa-
rameters are derived using Harrison transformation. Our expressions (2.37)-(2.39) can be obtained from
equations (4.1)-(4.5) in [101], if we choose a = 1, b = h = k = 0, α = 0, β = 1, and rescale the metric by
M2; from physical parametres in [101], we need to set g = B = 0, whereas e and E are equal to our Q/M
and −BM/2; coordinates τ, q, p, and σ, respectively, correspond to our τ/M, χ/M, cosϑ, and ψ, respectively.
At the end of [101], a near horizon limit of “magnetic Reissner-Nordström” solution is shown to imply a
“magnetised Robinson-Bertotti solution”.
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2.3.2.2 Ernst-Wild solution

Application of the near-horizon limiting procedure to metric (2.7) leads to

g =
[(

1 +B2a2
)2

+
(
1−B2a2

)2
cos2 ϑ

](
− χ2

4a2
dτ 2 +

a2

χ2
dχ2 + a2 dϑ2

)
+

+
4a2 sin2 ϑ

(1 +B2a2)2 + (1−B2a2)2 cos2 ϑ

[
dψ +

χ

2a2
(
1−B4a4

)
dτ
]2

.

(2.40)

Note the remarkable simplicity of ω after the limit; this is because (2.10) contains only

contributions proportional to B4, and also because the terms multiplied by ∆ in (2.10)

vanish in the limit. To calculate the electromagnetic potential, we again use the relations

(2.32) and (2.36), together with F(r)(t) expressed by (B.26), obtaining

Aτ = −Bχ

(
1− 2 (1 +B2a2)

2

(1 +B2a2)2 + (1−B2a2)2 cos2 ϑ

)
, (2.41)

Aψ =
1−B4a4

1 +B4a4
2Ba2 sin2 ϑ

(1 +B2a2)2 + (1−B2a2)2 cos2 ϑ
. (2.42)

2.3.2.3 A general MKN black hole

One can note that the marked difference in complexity of expressions between the sta-

tionary Ernst solution and the Ernst-Wild solution is not reflected in their near-horizon

descriptions, which both turn out to be quite simple. Although the overall structure of

the near-horizon metric does not change for a general MKN black hole (cf. also equation

(A.4) in Appendix A)

g =
˜
f(ϑ)

(
− χ2

(Q2 + 2a2)2
dτ 2 +

dχ2

χ2
+ dϑ2

)
+

(Q2 + 2a2)
2

sin2 ϑ

˜
f(ϑ)

(dψ − ω̃χdτ)2 ,

(2.43)

the quantities entering it become much more complicated than in the previous cases. In

particular, the dimensionful structural function
˜
f(ϑ) is obtained as

˜
f(ϑ) =

[√
Q2 + a2

(
1 +

1

4
B2Q2 +B2a2

)
+BQa

]2
+

+

[
a

(
1− 3

4
B2Q2 −B2a2

)
−BQ

√
Q2 + a2

]2
cos2 ϑ ,

(2.44)
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whereas the dragging constant ω̃ can be evaluated using equation (B.22) in the following

form:

ω̃ = − 2

(Q2 + 2a2)2

[√
Q2 + a2

(
1 +

1

4
B2Q2 +B2a2

)
+

+BQa

] [
a

(
1− 3

4
B2Q2 −B2a2

)
−BQ

√
Q2 + a2

]
.

(2.45)

From relations (B.26) and (2.32) for the F(r)(t) component we obtain:

Aτ =
1

˜
f (ϑ)

χ

Q2 + 2a2

[
Q

(
1− 1

4
B2Q2

)
+ 2Ba

√
Q2 + a2

]
[
Q

(
1− 1

4
B2Q2

)
+

(2.46)

+ 2Ba
√
Q2 + a2

]2
+

[
a

(
1− 3

4
B2Q2 −B2a2

)
−BQ

√
Q2 + a2

]2
sin2 ϑ

 ,

Aψ = − ω̃

2
˜
f(ϑ)

(Q2 + 2a2)2
[
Q
(
1− 1

4
B2Q2

)
+ 2Ba

√
Q2 + a2

]
sin2 ϑ

1 + 3
2
B2Q2 + 2B3Qa

√
Q2 + a2 +B4

(
1
16
Q4 +Q2a2 + a4

) . (2.47)

2.4 Near-horizon degeneracy of extremal cases of MKN

solutions

2.4.1 Special cases

Let us start interpreting the results reviewed in the previous section by investigating

important special cases. First, one can see that the near-horizon geometry of the Ernst-

Wild solution (2.40) becomes static for Ba = 1, as the dragging parameter ω̃ = 0.

Structural function f(ϑ) turns to a constant,

f(ϑ)|Ba=1 ≡
[(

1 +B2a2
)2

+
(
1−B2a2

)2
cos2 ϑ

]∣∣∣
Ba=1

= 4 , (2.48)
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which results in a much simpler form of the metric. With some reshuffling of constants,

it can be written as

g = − χ2

(2a)2
(2dτ)2 +

(2a)2

χ2
dχ2 + (2a)2 dϑ2 + (2a)2 sin2 ϑ

(
dψ

2

)2

. (2.49)

It is noteworthy that the magnetic field vanishes for Ba = 1, as the electromagnetic

potential (given by (2.38) and (2.39)) reduces to the one of a constant electric field

A =
χ

2a
(2dτ) . (2.50)

This special case is thus the Robinson-Bertotti solution with an electric field parameter 2a,

written in terms of rescaled temporal and azimuthal coordinate. (Note that the rescaled

ψ/2 ∈ [0, 2π), since the original ϕ ∈ [0, 4π) according to (2.17).)

One can also see that for Ba = −1, the outcome is the same as above, only with Aµ

exchanged by −Aµ.

It can be readily shown that the geometry of the horizon (more precisely the embedding

of its crosssection for t = constant or τ = constant) is the same for both the original

spacetime and its near-horizon limit. Therefore, we see from the near-horizon metric (2.49)

that the original Ernst-Wild solution with a = M,Ba = 1 has a spherically symmetric

horizon.

The general near-horizon metric (A.4) for the MKN solutions has a very simple form

involving just one function f(ϑ) and two constants K and ω̃. Two still simpler cases

are possible, in which one of the constants is either zero or directly related to the other.

The Robinson-Bertotti solution with ω̃ = 0 (and with f ≡ 1) corresponds to the former

possibility, whereas the latter arises for the near-horizon geometry of an extremal Kerr

solution, in which ω̃ = −1/K2 (the minus sign means rotation in the sense of positive ψ)

and 2f(ϑ) = 1 + cos2 ϑ. Expressing this case in the form (A.4), we get

g =
1 + cos2 ϑ

2

(
− χ2

2a2
dτ 2 +

2a2

χ2
dχ2 + 2a2 dϑ2

)
+

2a2

1
2

(1 + cos2 ϑ)
sin2 ϑ

(
dψ +

χ

2a2
dτ
)2

.

(2.51)

Remarkably, we arrive at the same metric starting from the special case of a stationary

Ernst solution. Regarding (2.38) and (2.39), one easily sees that the potential vanishes if
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we choose parameters B and Q such that BQ = 2. Function f(ϑ) simplifies to

f(ϑ)|BQ=2 =

[(
1 +

1

4
B2Q2

)2

+B2Q2 cos2 ϑ

]∣∣∣∣∣
BQ=2

= 4
(
1 + cos2 ϑ

)
, (2.52)

and metric (2.37), after rearrangements, becomes

g =
1 + cos2 ϑ

2

[
− χ2

2 (2Q)2
(8dτ)2 +

2 (2Q)2

χ2
dχ2 + 2 (2Q)2 dϑ2

]
+

+
2 (2Q)2 sin2 ϑ
1
2

(1 + cos2 ϑ)

[
dψ

8
+

χ

2 (2Q)2
(8dτ)

]2
.

(2.53)

Hence, the near-horizon geometry for the stationary Ernst solution with BQ = 2 goes over

to the Kerr near-horizon form (2.51) with rotation parameter 2Q. Notice that the relation

ω̃ = −1/K2 appears only in appropriately rescaled coordinates; here again ψ/8 ∈ [0, 2π)

similarly to (2.49).

In Section 2.4.3 we shall see that even a general MKN class admits special combina-

tions of parameters Q, a,B for which either the dragging parameter ω̃ or electromagnetic

potential vanish in the near-horizon limit. However, already from the simple examples

above, we conclude that “bare” parameters Q, a,B do not describe properly physical

properties of MKN black holes in the near-horizon limit. Since we do not observe any

magnetic field in the near-horizon description in the special cases, we can be led to an idea

that external axially symmetric stationary magnetic fields are expelled from degenerate

horizons.

2.4.2 Effective parameters

It is known that near-horizon geometries exhibit high symmetry related to existence of

four Killing vectors (cf. e.g. [94]). In Appendix A we show explicitly that it is possible

to construct a “Carter-type” Killing tensor from these Killing vectors. Hence, the near-

horizon spacetimes have to belong to the class of spacetimes studied by Carter [4, 98],

even in the case when the original spacetime is outside this class. Therefore, it is natural

to assume that the metrics (2.25) and (2.43) representing near-horizon limits of extremal

Kerr-Newman and MKN black holes are equivalent in mathematical sense. It should be

possible to describe the near-horizon limit of extremal black holes in magnetic fields char-
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acterised by three parameters (M,a,Q,B minus the constraint of extremality) by just

two effective “Kerr-Newman-like” parameters (M̂, â, Q̂ minus the constraint of extremal-

ity). However, metrics (2.25) and (2.43) cannot be compared directly, since their Killing

vectors are scaled in a different way, as we observed in special cases already.

Now we shall rescale the coordinates in general MKN cases. It is convenient to redefine

ϕmax in (2.17) by introducing Ξ = 2π/ϕmax, so that ψ ∈ [0, 2π/Ξ). In the extremal case

Ξ =
1

1 + 3
2
B2Q2 + 2B3Qa

√
Q2 + a2 +B4

(
1
16
Q4 +Q2a2 + a4

) . (2.54)

Next, by rearranging the constants in metric (2.43) in analogy with (2.49) and (2.53) we

obtain

g =
˜
f(ϑ)

[
−Ξ

2χ2

K4

(
dτ

Ξ

)2

+
dχ2

χ2
+ dϑ2

]
+
K4 sin2 ϑ

Ξ2

˜
f(ϑ)

[
(Ξ dψ)− Ξ2ω̃χ

dτ

Ξ

]2
, (2.55)

where “new” azimuthal coordinate Ξψ ∈ [0, 2π) and, correspondingly, the “new” time

coordinate becomes τ/Ξ. Similarly, for the electromagnetic potential we get

A = ΞAτ
dτ

Ξ
+
Aψ
Ξ

(Ξ dψ) . (2.56)

Since the rescaling leaves function
˜
f(ϑ) in (2.44) unchanged, we can use it to establish

the correspondence between the solutions. For the near-horizon geometry (2.25) of the

Kerr-Newman black hole we have
˜
f(ϑ) = [Q2 + a2 (1 + cos2 ϑ)] = M2 + a2 cos2 ϑ. If we

express
˜
f(ϑ) for the near-horizon description in the same form (as we did in (2.44)), i.e.

˜
f(ϑ) = M̂

2
+ â2 cos2 ϑ , (2.57)

we can obtain the effective parameters M̂ and â as follows:

M̂ =
√
Q2 + a2

(
1 +

1

4
B2Q2 +B2a2

)
+BQa , (2.58)

â = a

(
1− 3

4
B2Q2 −B2a2

)
−BQ

√
Q2 + a2 . (2.59)

In analogy with the extremal Kerr-Newman solution, we define the effective charge by
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Q̂
2

= M̂
2
− â2, which implies

Q̂ = Q

(
1− 1

4
B2Q2

)
+ 2Ba

√
Q2 + a2 . (2.60)

It will be seen that Q̂ is a physical charge.

To demonstrate that the near-horizon descriptions of MKN black holes and of cor-

responding Kerr-Newman black holes are indeed equivalent, we need to prove that the

limiting MKN metric (2.43) with coordinates rescaled according to the formula (2.55)

equals to metric (2.25) with Q and a replaced by expressions for Q̂, â (2.60) and (2.59).

Similarly, for the electromagnetic potential we need to compare (2.46) and (2.47) with ap-

propriately rescaled coordinates (cf. (2.56)) with the two components of (2.28) with Q, a

substituted by Q̂, â. When calculating (2.43), (2.46) and (2.47) from definition, such a

comparison requires lengthy algebraic manipulations that are better done with assistance

of a symbolic computation software. Nevertheless, once the equivalence is proven, we can

express the near-horizon description of the extremal MKN solution in the simplest form,

where the result is evident.

Regarding the expressions (2.58)-(2.60) for the effective parameters, it is of interest

to notice that each of them contains the “bare” parameter multiplied by a “correction”

involving B2 and an additional term linear in B. The extra term in the rotation parameter

(2.59) is caused by the angular momentum of the electromagnetic field as can be seen from

putting the bare rotation parameter a = 0. The extra term in charge (2.60) corresponds

to the “Wald charge” in the weak-field limit (cf. [10]).

The effective parameters simplify considerably if one of the bare parameters Q or a

is zero – they involve just one term. This is reflected in the fact that the near-horizon

descriptions of the stationary Ernst solution (2.37) and of the Ernst-Wild solution (2.40)

are much simpler than of a general MKN solution. For B = 0, the effective parameters

are equal to the bare parameters. It is also worthwhile to notice that when one solves the

equation M̂ = 0 with respect to B, one finds that it has no real roots, so M̂ cannot be

negative.

Concerning the effective charge, it can be shown that it is the physical charge inte-

grated over the horizon. Indeed, Karas and Vokrouhlický [27] discuss various integral
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quantities for a MKN black hole, including its physical charge

QH =
1

4π

π∫
0

ϕmax∫
0

?Fϑϕ dϕ dϑ . (2.61)

Using their formula (9) and evaluating the Ernst potentials (cf. Appendix B) for a general

MKN black hole we obtain

QH = Q

(
1− 1

4
B2Q2

)
+ 2BMa , (2.62)

where M >
√
Q2 + a2 (cf. also [26]). In the extremal case, M =

√
Q2 + a2, and it is seen

explicitly from (2.60) that Q̂ = QH.

It is remarkable that when we define the angular momentum of extremal MKN black

holes by Ĵ = âM̂ , i.e. in analogy with the standard case without magnetic field, we find

that the result coincides precisely with the thermodynamic angular momentum given by

Gibbons, Pang and Pope [28] in formula (5.11), when it is restricted to the extremal case.

We already know that, in properly rescaled coordinates, the near-horizon limit of any

extremal MKN black hole can be described just by effective parameters Q̂, â. We can

substitute for â using Q̂, Ĵ as follows:

â =
sgn Ĵ√

2

√√
Q̂

4
+ 4Ĵ

2
− Q̂

2
. (2.63)

Since Q̂ is a physical charge of the black hole and Ĵ is derived in [28] as a meaningful

angular momentum, we can conclude that the near-horizon limit of any extremal MKN

black hole can be described by thermodynamic charges of the black hole.

However, a puzzle remains: whereas our “near-horizon mass” M̂ =

√
Q̂

2
+ â2, the

thermodynamic mass evaluated in [28] by means of Kaluza-Klein reduction is found to be

M/Ξ (with Ξ given by (2.54) in the extemal case) and, therefore, is a distinct parameter.

The problem of (dis)agreements among different notions of mass in the MKN spacetimes

has been recently discussed by Booth et al. [29]. By a closer inspection of their results,

one can make sure that our M̂ coincides with the “isolated horizon mass” MIH defined in

[29], when we restrict it to the extremal case3.

3In [29] the authors claim that their MIH is equal to the Komar mass of the MKN horizon. The Komar
integrals for the MKN black holes were discussed also in [27] long time ago. The results disagree. This is
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2.4.3 Dimensionless parameters

As a consequence of the extremality condition, one of three (bare) parameters M,a,Q is

not independent.4 Instead of choosing two of these as independent parameters, it is more

convenient to introduce the “Kerr-Newman mixing angle” γKN by relations

a = M cos γKN , Q =M sin γKN . (2.64)

Here γKN can be taken from the interval [−π/2, π/2], if we restrict the rotation parameter to

a > 0. Since the mass is just a scale, it is ignorable. As another dimensionless parameter

we consider BM . These two parameters, γKN and BM , represent dimensionless quantities

that define the parameter space. We now proceed to analyse its structure.

In Section 2.4.1 we considered a special case of the near-horizon description of Ernst-

Wild solution for which the dragging parameter ω̃ = 0. During our proof of the equiv-

alence of the near-horizon descriptions of a general extremal MKN black hole and the

corresponding Kerr-Newman black hole (see the text below (2.60)) we found ω̃ ∼ M̂â.

From this it is evident that the case with ω̃ = 0 within general extremal MKN black holes

can be obtained just by putting â = 0 in (2.59). We find two branches of the solution

with respect to B as follows:

B =
−2Q

√
Q2 + a2 ± 2 (Q2 + 2a2)

a (3Q2 + 4a2)
. (2.65)

From equation (2.57) it follows immediately that these two subclasses have the near-

horizon geometry of the Robinson-Bertotti spacetime. Moreover, equations (2.46) and

(2.47) indeed imply that Aψ = 0 and the component Aτ yields constant electric field. In

our dimensionless parameters the solutions (2.65) read

BM =
−2 sin γKN ± 2 (1 + cos2 γKN)

3 cos γKN + cos3 γKN

. (2.66)

Let us remark that in [27] Komar angular momentum for an extremal MKN black hole is

evaluated; using our notation we see that it vanishes for ω̃ = 0. Our result (2.65) coincides

with (12) in [27]. However, therein the results were derived differently – formula (2.65)

apparently caused by the fact that [29] uses different, more sophisticated forms of the Komar expressions.
4The same holds for the corresponding effective parameters.

33



was obtained by requiring the vanishing magnetic flux accross an “upper hemisphere” of

a horizon. We shall return to this Meissner-type effect below.

Let us turn to another special subclass of the MKN solutions. Since both components

of the electromagnetic potential, (2.46) and (2.47), for the MKN solutions in the near-

horizon limit are proportional to the parameter Q̂ given in (2.60), we can make them

vanish by putting Q̂ = 0. This condition implies

B =
4a
√
Q2 + a2 ∓ 2 (Q2 + 2a2)

Q3
. (2.67)

(The ∓ sign corresponds to ω̃ = ∓1/ΞK2.) In terms of dimensionless parameters we get

BM =
4 cos γKN ∓ 2 (1 + cos2 γKN)

sin3 γKN

. (2.68)

Notice that in this case Q̂ = 0 implies the physical charge (2.62) also vanishes. In fact,

as demonstrated in [27], the physical charge QH = 0 even for a non-extremal MKN black

hole if B = 2Q−3
(

2Ma±
√

4M2a2 +Q4
)

. In the extremal case, this implies our result

(2.67).

Regarding the parametrisation (2.64), we can view the special subclasses as curves in

the parameter space of γKN and BM given by formulae (2.66) and (2.68) respectively.

Moreover, we know that using the effective parameters M̂, â, Q̂ (see (2.58)-(2.60)) the

near-horizon description of any extremal MKN black hole can be expressed as near-

horizon description of the corresponding extremal Kerr-Newman solution (see the text

below (2.60)). Therefore the entire parameter space can be foliated by curves which

represent equivalent near-horizon geometries. This is illustrated in Figure 2.1. Four of

such curves, representing special subclasses (â = 0 and Q̂ = 0) analysed above, are given

by four special values of dimensionless parameter γ̂KN introduced in analogy with (2.64)

by

Q̂ = M̂ sin γ̂KN . (2.69)

Substituting for Q̂ and M̂ from (2.60) and (2.58) and using the previous relation to express

B we obtain

B =
4a
√
Q2 + a2 − 2Qa sin γ̂KN ∓ 2 (Q2 + 2a2) cos γ̂KN

Q3 + (Q2 + 4a2)
√
Q2 + a2 sin γ̂KN

. (2.70)
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Figure 2.1: Near-horizon geometries of extremal MKN black holes illustrated in the di-
mensionless parameter space (γKN, BM). Each curve describes geometries with fixed
parameter γ̂KN, i.e. with fixed ratios Q̂/M̂ and â/M̂ (see equation (2.69)).Various regions in
the plane correspond to different signs of parameters â, Q̂, respectively. The boundaries
between the regions are indicated by thick lines.

Equivalently, in terms of dimensionless γKN and BM ,

BM =
4 cos γKN − sin 2γKN sin γ̂KN ∓ 2 (1 + cos2 γKN) cos γ̂KN

sin3 γKN + (1 + 3 cos2 γKN) sin γ̂KN

. (2.71)

The ∓ sign is not necessary if we extend the interval for γ̂KN to (−π, π]. Then the minus

sign in front of the term with cos γ̂KN gurantees that γ̂KN = 0 implies â = M̂ .

We can find an alternative form of equation (2.69) using the relation between â and

M̂ , i.e. â = M̂ cos γ̂KN. Then we obtain

B =
−2Q

√
Q2 + a2 − 2Qa cos γ̂KN ± 2 (Q2 + 2a2) sin γ̂KN

a (3Q2 + 4a2) + (Q2 + 4a2)
√
Q2 + a2 cos γ̂KN

, (2.72)

or

BM =
−2 sin γKN − sin 2γKN cos γ̂KN ± 2 (1 + cos2 γKN) sin γ̂KN

3 cos γKN + cos3 γKN + (1 + 3 cos2 γKN) cos γ̂KN

. (2.73)

Karas and Vokrouhlický [27] found that in the two special cases with special relations

among parameters B,Q, a given by expressions (2.65) and (2.67) the magnetic flux van-
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ishes corresponding to the black hole Meissner effect discovered in the test-field limit.

In these cases our results employing the near-horizon description support the conclusion

given in [27], since the magnetic field is encoded in the component Aψ of the electromag-

netic potential, which is proportional to the product Q̂â. The two cases (2.65) and (2.67)

correspond to â = 0 and Q̂ = 0, respectively. Hence Aψ = 0 and magnetic field necessarily

vanishes.

For a general extremal MKN black hole the magnetic flux through the upper hemi-

sphere of the horizon does not vanish. It can be expressed as follows:

FH = 2π
Aψ|ϑ= π

2

Ξ
= 2π

Q̂â

M̂
=

4πQ̂Ĵ

Q̂
2

+

√
Q̂

4
+ 4Ĵ

2
. (2.74)

Since the structure of the azimuthal component of the electromagnetic potential in the

near-horizon limit is identical (up to the rescaling) to the one of the Kerr-Newman black

hole, the flux can be expressed using the Kerr-Newman-like effective parameters. As

stated above, these parameters can be related to the thermodynamic charges of the black

hole as derived in [28]. Therefore, we may conclude that the magnetic flux is intrinsic to

the black hole configuration and there is no flux caused directly by the external magnetic

field.

2.4.4 Remark on invariants and uniqueness theorems

As we have seen, due to the ambiguity of the scaling of the Killing vectors in the MKN

spacetime, we have to choose a particular rescaling in order to see that the near-horizon

limit is given by a corresponding Kerr-Newman solution with effective parameters given

above. However, invariants are unaffected by coordinate transformations of “ignorable”

coordinates and, therefore, they can be in principle used to determine the effective pa-

rameters. For example, consider the invariant R2D = 2/ρ1ρ2, where ρ1, ρ2 are curvature

radii of the (axially symmetric) degenerate horizon, given by the two-dimensional Ricci

scalar

R2D =
2

gϑϑ

[
gϑϑ,ϑgϕϕ,ϑ
4gϑϑgϕϕ

− gϕϕ,ϑϑ
2gϕϕ

+
(gϕϕ,ϑ)2

4 (gϕϕ)2

]∣∣∣∣∣
r0

. (2.75)
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In the near-horizon limit the angular metric functions have no spatial dependence, so

R2D =
2

gϑϑ

[
gϑϑ,ϑgψψ,ϑ
4gϑϑgψψ

− gψψ,ϑϑ
2gψψ

+
(gψψ,ϑ)2

4 (gψψ)2

]
. (2.76)

It is explicitly seen that altering gψψ by a multiplicative factor (due to the linear rescaling

of the coordinate ψ) does not change the result.

For Kerr-Newman solution the invariant turns out to be

2

R2D

=
[Q2 + a2 (1 + cos2 ϑ)]

3

(Q2 + 2a2) [Q2 + a2 (1− 3 cos2 ϑ)]
, (2.77)

and hence for a MKN solution the form will be the same with Q̂, â in place of Q, a.

Although these expressions are not uniquely invertible, they show that there exists a

connection between the effective parameters and the curvature invariants.

We used symmetry arguments stated in Appendix A to support the idea that the

near-horizon geometry of any extremal MKN black hole can be described using near-

horizon geometry of a corresponding Kerr-Newman solution. We should, however, note

that Lewandowski and Pawlowski [103] conducted a sophisticated discussion of electrovac-

uum extremal horizons including uniqueness theorem from which the mentioned statement

arises as a special case.5 Namely they solved the constraint equations for all axially sym-

metrical extremal isolated horizons equipped with axially symmetrical electromagnetic

field invariant with respect to the null flow (i.e. the field that is also in equilibrium).

Having set the magnetic charge to zero they found out that their family of solutions has

just two parameters, one of which is the area of the horizon and the other encodes the

electric charge (they did not separate out the physical scale as we did in our subcase

with the definition of γ̂KN). Since there exists a Kerr-Newman extremal horizon for each

pair of values of their parameters, Lewandowski and Pawlowski conclude that there are

no other extremal isolated electrovacuum horizons than the Kerr-Newman ones (see also

discussion of similar results including non-zero cosmological constant in the framework of

near-horizon geometries given in [96]).

The area of the horizon SH used in [103] to parametrise their solutions is an integral

invariant. Unlike the example of a differential invariant that we examined above, it can

5Indeed, in the recent preprint, [29] Booth et al., led by the considerations in [103], give our formulae
(2.58) and (2.59). Note that in [29] the effective parameters are defined by a formula analogous to our
equation (2.57), rather than in the way suggested here in Section 2.4.4.
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be used to give an alternative definition of the effective parameters, as we would like to

sketch here. The area of the horizon af any MKN black hole is

SH = 4π
r2+ + a2

Ξ
. (2.78)

Therefore the magnetic field influences it just via factor Ξ, which assures the smoothnes

of the axis. In the extremal case r2+ + a2 = Q2 + 2a2 and Ξ is given by (2.54). From the

fact that the area of the horizon of an extremal MKN black hole must be characterised

by Kerr-Newman effective parameters, it follows the relation

Q2 + 2a2

Ξ
= Q̂

2
+ 2â2 , (2.79)

which is also obtained when we directly compare the MKN near-horizon metric in the

form (2.55) with the Kerr-Newman near-horizon metric in the form (A.4) with effective

parameters plugged in. If we assume that the effective charge is the physical charge

enclosed in the horizon Q̂ = QH, we can use formula (2.79) as a defining relation for â.

Finally, we can define M̂ =

√
Q̂

2
+ â2.
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Chapter 3

Particle collisions in the equatorial

plane: kinematic restrictions

3.1 Outline

In the Introduction, we have discussed that there exist two variants of the generalised

BSW effect. One of them, let us call it “centrifugal”, requires particles with fine-tuned

values of angular momentum orbiting around arbitrary rotating extremal black holes [53,

63]. The other, electrostatic variant requires particles with fine-tuned values of charge in

maximally charged Reissner-Nordström spacetime. These two versions of the generalised

BSW effect have so far been studied only separately. In the present chapter (accompanied

by Appendix C), we unify the two variants and examine kinematic restrictions for the

generalised BSW effect including effects of both dragging and electrostatic interaction. We

base our study on the general metric form, which can include black holes with different

types of (matter) fields, sometimes called “dirty” black holes, or black holes in spacetimes

which are not asymptotically flat.

The generalised BSW effect always constitutes a “corner case” of the test-particle

kinematics, and considering the setup with both charge and dragging requires a further

increased rigour. Moreover, the notation and methods vary significantly among different

authors. Thus, to be able to give a unified picture, in Section 3.2 we thoroughly go

through methods of qualitative study of electrogeodesic motion, building up on classical

works of Wilkins [6] and Bardeen [107]. Some further details are given in Appendix C.1.1.

In Section 3.3 we review how to take a horizon limit of the centre-of-mass collision
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energy and the way to show that there are particles with distinct type of motion in a

near-horizon zone, so-called critical particles, and that these particles cause the BSW

singularity in the centre-of-mass collision energy. We present formulae for different types

of collisions.

Section 3.4 contains the main results. We prove that the critical particles can approach

the position of the horizon only if it is degenerate and their parameters satisfy certain

restrictions. We discuss how these restrictions depend on the properties of the black

hole and identify two cases corresponding to the original centrifugal and electrostatic

mechanisms of the generalised BSW effect. Two other “mixed” cases are also seen to be

possible.

In Section 3.5 we illustrate these results with the example of the extremal Kerr-

Newman solution1, where just one of the mixed cases applies. Apart from the general

restrictions on particles at any energy, we study what happens for the critical particles

that are coming from rest at infinity or are bounded. We notice that, for a very small

charge of the black hole, this kind of particle can reach the position of the degenerate

horizon even with enormous values of angular momentum (and specific charge). Such a

“mega-BSW” effect is possible neither in the vacuum case nor in the case with a large

charge of the black hole.

3.2 Electrogeodesic motion in black-hole spacetimes

Let us consider an axially symmetric, stationary spacetime with the metric

g = −N2 dt2 + gϕϕ (dϕ− ω dt)2 + grr dr
2 + gϑϑ dϑ

2 , (3.1)

which will serve as a model of an electrovacuum black hole. (The cosmological constant

can also be included. For conditions on matter fields compatible with (3.1), see e.g. [105]

and references therein.)

We assume the choice of coordinate r such that hypersurface r = r+ is the black-hole

horizon, where N2 vanishes. If the black-hole horizon is degenerate (which will be denoted

1As discussed in Chapter 2, the near-horizon geometries of extremal magnetised Kerr-Newman black
holes are equivalent to the ones of extremal Kerr-Newman black holes without the external field [106].
Therefore, it is justified to use the extremal Kerr-Newman solution as a surrogate for extremal black
holes in strong magnetic fields with regard to processes near the horizon.
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by r0), the following factorisation of (3.1) is useful (cf. (2.19)):

g = − (r − r0)2 Ñ
2
dt2 + gϕϕ (dϕ− ω dt)2 +

g̃rr
(r − r0)2

dr2 + gϑϑ dϑ
2 , (3.2)

where Ñ2 and g̃rr are non-vanishing and finite at r = r0.

Let us further require that the electromagnetic field accompanying (3.1) has the same

symmetry as the metric, exhibited by the following choice of gauge:

A = At dt+ Aϕ dϕ = −φdt+ Aϕ (dϕ− ω dt) . (3.3)

Here φ = −At−ωAϕ is called the generalised electrostatic potential. Recalling the locally

non-rotating frame (cf. (2.29), (2.30) and [45]) associated with (3.1),

e(t) =
1

N

(
∂

∂t
+ ω

∂

∂ϕ

)
, e(ϕ) =

1
√
gϕϕ

∂

∂ϕ
, (3.4)

e(r) =
1
√
grr

∂

∂r
, e(ϑ) =

1
√
gϑϑ

∂

∂ϑ
, (3.5)

we see that φ is proportional to A(t). Let us also consider an energy of a test particle

locally measured in this frame given by εLNRF ≡ u(t).

Equations of motion for test particles (with rest mass m and charge q = q̃m) influenced

solely by the Lorentz force, i.e. of electrogeodesic motion, take the form

Dpα

dτ
≡ m

Duα

dτ
= qFα

βu
β . (3.6)

They can be derived from the Lagrangian

L =
1

2
mgρσu

ρuσ + qAρu
ρ . (3.7)

The corresponding canonical momentum is

Πµ =
∂L

∂uµ
= pµ + qAµ . (3.8)

Its projections on ∂/∂t, ∂/∂ϕ, the two Killing vectors of (3.1), are conserved during the

electrogeodesic motion. They can be interpreted as (minus) energy E and axial angular
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momentum Lz. In our coordinates they read

−Πt = −pt − qAt = E = εm , Πϕ = pϕ + qAϕ = Lz = lm . (3.9)

Dividing by the mass m of the particle, we can get expressions for two contravariant

components of the velocity,

ut =
ε− ωl − q̃φ

N2
, uϕ =

ω

N2
(ε− ωl − q̃φ) +

l − q̃Aϕ
gϕϕ

. (3.10)

Assuming further that metric (3.1) is invariant under reflections ϑ → π − ϑ, i.e. under

“mirror symmetry” with respect to the equatorial “plane”, we can consider motion con-

fined to this hypersurface (with conserved conditions ϑ = π/2, uϑ = 0). The remaining

component of the velocity then follows from its normalisation,

ur = ±

√√√√ 1

N2grr

[
(ε− ωl − q̃φ)2 −N2

(
1 +

(l − q̃Aϕ)2

gϕϕ

)]
. (3.11)

Hence, we have a full set of the first-order equations of motion for an equatorial electro-

geodesic test particle. (See [108] for references.)

There are some qualitative features of the motion that follow directly from the equa-

tions above. The motion of particles with some parameters may be forbidden in certain

ranges of r. The first restriction comes from the conventional requirement (positivity

of the locally measured energy εLNRF) for motion “forward” in coordinate time t, which

applies for r > r+ (or N2 > 0). From ut in (3.10) we infer

X ≡ ε− ωl − q̃φ > 0 . (3.12)

(Later, we also consider the possibility X → 0 for N → 0.)

Another restriction is due to the square root in (3.11). If we assume that the metric

determinant for (3.1), which is given by

√
−g = N

√
grrgϕϕgϑϑ , (3.13)

is non-degenerate, the expression N2grr under the square root in (3.11) is non-vanishing

42



and positive. Therefore, the square root will be defined in real numbers if

W ≡ (ε− ωl − q̃φ)2 −N2

(
1 +

(l − q̃Aϕ)2

gϕϕ

)
> 0 . (3.14)

Zeroes of function W with respect to radius are turning points (because of that, W is

often called effective potential). Stationary and inflection points of W with respect to

r are used to find circular orbits and marginally stable circular orbits [45, 109] (see also

C.1.1). However, W is not unique; for example, if we multiply it with a positive integer

power of r, the results will be the same. This led to different conventions in literature

[45, 109]. Nevertheless, we can define another effective potential which will be unique and

also have other advantages.

First, for r > r+, we can factorise W as

W = (ε− V+) (ε− V−) , (3.15)

where2

V± = ωl + q̃φ±N

√
1 +

(l − q̃Aϕ)2

gϕϕ
. (3.16)

Since V+ > V−, the condition W > 0 is fulfilled whenever ε > V+ or ε 6 V−. Considering

l = 0, q̃ = 0 and comparing with (3.12), we can identify ε 6 V− as the domain of

unphysical particles moving “backwards in time”. (Conversely, we see that restriction

ε > V+ is stronger than (3.12), so it ensures motion “forward in time”, and manifests

(3.12) to be preserved during motion.)

Therefore, we can define V ≡ V+ and use ε > V as a condition for the motion to be

allowed (in the r > r+, or N2 > 0, domain). In this sense, V is the best analogy of a

classical effective potential. It is also called a “minimum energy” [107]. The ranges of

radii where ε < V are referred to as “forbidden bands”, whereas the ones with ε > V

are called “allowed bands”. Condition ε = V implies W = 0 and thus corresponds to a

turning point. For the convenience of the reader, in C.1.1 we derive relations between the

derivatives of W and V .

2Note that we assume gϕϕ > 0, i.e. the absence of closed timelike curves.
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3.3 Collision energy and critical particles

Let us consider two colliding (charged) particles in an arbitrary spacetime. The natural

generalisation of the centre-of-mass frame from special relativity is a tetrad, where the

total momentum of the colliding particles at the instant of collision has just the time

component

(ECM, 0, 0, 0) = m1u(1) +m2u(2) . (3.17)

This tetrad component can be interpreted as the centre-of-mass collision energy. To get

rid of the frame, we can take square of the above expression and define an invariant related

to this quantity (cf. [57], for example)

E2
CM

2m1m2

=
m1

2m2

+
m2

2m1

− gικuι(1)uκ(2) . (3.18)

Let us now investigate how this invariant behaves for collisions of electrogeodesic particles

in black-hole spacetimes. Using the metric coefficients of (3.1), the expressions for com-

ponents of particles’ velocities given by first-order equations of equatorial electrogeodesic

motion (3.10) and (3.11), and the definition (3.12) of “forwardness” X , we obtain

E2
CM

2m1m2

=
m1

2m2

+
m2

2m1

− (l1 − q̃1Aϕ) (l2 − q̃2Aϕ)

gϕϕ
+

X1X2

N2
∓

∓ 1

N2

√√√√X 2
1 −N2

[
1 +

(l1 − q̃1Aϕ)2

gϕϕ

]√√√√X 2
2 −N2

[
1 +

(l2 − q̃2Aϕ)2

gϕϕ

]
.

(3.19)

The ∓ sign before the last term corresponds to particles moving in the same or the

opposite direction in r.

Now, let us consider the limit N → 0. We need to Taylor expand the square roots
√
W

coming from the radial components of the particles’ velocities. For each of the colliding

particles, there are two very different cases depending on the value XH of X on the

horizon. For a generic particle (XH > 0), the expansion looks as follows:

√
W

.
= X − N2

2X

[
1 +

(l − q̃Aϕ)2

gϕϕ

]
+ . . . (3.20)

If we consider two generic particles moving in the same direction (upper sign in (3.19)),
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this behaviour leads to the cancellation of the terms that are singular in the limit N → 0,

and a finite limit arises,3

E2
CM

2m1m2

∣∣∣∣
N=0

=
m1

2m2

+
m2

2m1

− (l1 − q̃1Aϕ) (l2 − q̃2Aϕ)

gϕϕ

∣∣∣∣
N=0

+

+
1

2

[
1 +

(l2 − q̃2Aϕ)2

gϕϕ

]∣∣∣∣∣
N=0

X H
1

X H
2

+
1

2

[
1 +

(l1 − q̃1Aϕ)2

gϕϕ

]∣∣∣∣∣
N=0

X H
2

X H
1

.

(3.21)

The presence of XH for both particles in the denominators suggests that for the so-called

“critical particles” with XH = 0 (so far excluded, see (3.12)) the limit may not be finite.

To verify this, let us first expand “forwardness” X of a critical particle around r+,

X
.
= −

(
∂ω

∂r
l + q̃

∂φ

∂r

)∣∣∣∣
r=r+,ϑ=

π

2

(r − r+) + . . . (3.22)

Thus, for a critical particle, X 2 is proportional to (r − r+)2 (with higher-order correc-

tions). However, for a subextremal black hole, we expect N2 to be proportional just to

r − r+, so the positive term under the square root in
√
W will go to zero faster than the

negative one. We thus anticipate that the motion of critical particles towards the horizon

is forbidden for subextremal black holes. We return to these kinematic restrictions below.

In case of an extremal black hole (3.2) with N2 = (r − r0)2 Ñ2, we get an expansion

for
√
W of a critical particle very different from (3.20),

√
W
∣∣∣
XH=0

.
= (r − r0)

√√√√(∂ω
∂r
l + q̃

∂φ

∂r

)2

− Ñ2

[
1 +

(l − q̃Aϕ)2

gϕϕ

]∣∣∣∣∣∣
r=r0,ϑ=

π

2

+ . . . (3.23)

Now, if we again consider particles moving in the same direction, but assume that particle

1 is critical, whereas particle 2 is generic (usually referred to as “usual” in literature), we

3The case of the particles going in opposite directions, i.e. plus sign in (3.19), leads to the so-called
Piran-Shaham effect (cf. the Introduction).
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get the following leading-order behaviour in the limit r → r0 (or N → 0)

E2
CM

2m1m2

≈ − X H
2

r − r0


1

Ñ
2

∂ω∂r l1 + q̃1
∂φ

∂r
+

+

√√√√(∂ω
∂r
l1 + q̃1

∂φ

∂r

)2

− Ñ2

[
1 +

(l1 − q̃1Aϕ)2

gϕϕ

]

∣∣∣∣∣∣∣∣
r=r0,ϑ=

π

2

.

(3.24)

The expression diverges like (r − r0)−1, so we confirmed that the different behaviour

of
√
W for critical particles leads to singularity in the centre-of-mass collision energy

invariant.

Since the divergent contribution is proportional to XH of the usual particle, we see

that for a collision of two critical particles the limit is again finite, namely

E2
CM

2m1m2

∣∣∣∣
N=0

=
m1

2m2

+
m2

2m1

− (l1 − q̃1Aϕ) (l2 − q̃2Aϕ)

gϕϕ

∣∣∣∣
r=r0,ϑ=

π

2

+

+

{
1

Ñ
2

[(
∂ω

∂r
l1 + q̃1

∂φ

∂r

)(
∂ω

∂r
l2 + q̃2

∂φ

∂r

)
∓
√

1

2

∂2W(1)

∂r2

√
1

2

∂2W(2)

∂r2

]}∣∣∣∣∣
r=r0,ϑ=

π

2

,

(3.25)

where we observed

∂2W

∂r2

∣∣∣∣
r=r0,XH=0

= 2

{(
∂ω

∂r
l + q̃

∂φ

∂r

)2

− Ñ2

[
1 +

(l − q̃Aϕ)2

gϕϕ

]}∣∣∣∣∣
r=r0,ϑ=

π

2

. (3.26)

3.4 Kinematics of critical particles

We have seen that particles with zero forwardness X at the horizon, i.e. critical particles,

constitute a distinct kind of motion with a different behaviour of the radial velocity,

leading to the singularity in the collision energy. The condition XH = 0 can be formulated

as a requirement for the particle’s energy to have a critical value

εcr = lωH + q̃φH = V |r+ , (3.27)
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which coincides with the value of effective potential (3.16) at the radius of the horizon.

Thus if the minimum energy V grows for r > r+, the motion of critical particles towards

r+ is forbidden, since their energy will be lower than that allowed for r > r+. On the other

hand, if the effective potential decreases, the motion of critical particles towards r+ will

be allowed. Thus, we have to look at the sign of the radial derivative of V to discriminate

between the cases. For the geodesic (q̃ = 0) case, the discussion has already been carried

out by Zaslavskii [63], who utilised rather mathematical considerations contained in [110].

3.4.1 Derivative of the effective potential

Taking the derivative of the effective potential (3.16), we obtain four terms

∂V

∂r
=
∂ω

∂r
l + q̃

∂φ

∂r
+
∂N

∂r

√
1 +

(l − q̃Aϕ)2

gϕϕ
+N

∂

∂r

√1 +
(l − q̃Aϕ)2

gϕϕ

 . (3.28)

The fourth term is proportional to N , so we do not consider it in the limit N → 0. The

third term can be modified to the following form:

lim
N→0

∂V

∂r
= lim

N→0

∂ω
∂r
l + q̃

∂φ

∂r
+

∂(N2)
∂r

2N

√
1 +

(l − q̃Aϕ)2

gϕϕ

∣∣∣∣∣∣
ϑ= π

2

. (3.29)

In subextremal cases the radial derivative of N2 is nonzero for N → 0, i.e. the third

term blows up in the limit that we wish to take. This term is manifestly positive in the

near-horizon regime, so its domination means that no critical particles can approach r+

for subextremal black holes. Zaslavskii’s result [63] is thus generalised to the q̃ 6= 0 case.

On the other hand, in the extremal case the radial derivative of N2 vanishes in the

limit N → 0. Using again the decomposition (3.2), N2 = (r − r0)2 Ñ2, we get (for r > r0)

∂N/∂r = Ñ + (r − r0) ∂Ñ/∂r. This enables us to take the r → r0 limit of the third term

and to drop the contribution proportional to r − r0; thus,

∂V

∂r

∣∣∣∣
r=r0

=

∂ω
∂r
l + q̃

∂φ

∂r
+ Ñ

√
1 +

(l − q̃Aϕ)2

gϕϕ

∣∣∣∣∣∣
r=r0,ϑ=

π

2

. (3.30)

This final expression is indeed finite. However, it depends heavily on the parameters

l, q̃ of the particle as well on the properties of the black-hole model in question. Thus
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(as already noted by Zaslavskii in [63] for the q̃ = 0 case) kinematic restrictions on the

motion of critical particles towards r0 cannot be worked out in a model-independent way.

However, one can qualitatively study the dependence of the kinematic restrictions on the

features of a general model and then use these considerations to get quantitative results

for particular models. This is our main aim in what follows.

3.4.2 Remarks on motion towards r0

Before we analyse when the motion of critical particles towards r0 is allowed and when it

is not, let us first elucidate some features that this motion has if it is allowed. First, let

us note that, comparing the behaviour of X (3.22) and N2 = (r − r0)2 Ñ2, we see that

ut → ∞ with r → r0 even for critical particles. For usual particles the locally measured

energy εLNRF also blows up. However, the r → r0, r > r0 limit of εLNRF for the critical

particles is finite, namely,

εLNRF ≡ u(t)
.
= −

∂ω
∂r
l + q̃ ∂φ

∂r

Ñ

∣∣∣∣∣
r=r0,ϑ=

π

2

+ . . . (3.31)

This important distinction seems to have been noticed only lately [111] (for the q̃ = 0

case), although note it can be deduced from earlier calculations presented in [68]. There it

is shown that critical particles have, unlike usual ones, a non-divergent redshift factor with

respect to the stationary tetrad in the horizon limit. Therefore, although the BSW-type

effects are often advertised as particle acceleration, they are in fact caused by “slowness”

of the critical particles.

Let us illustrate this in yet another way. We have already noticed that ε = V at r0

for critical particles, which implies W = 0. Furthermore, it follows easily from (3.23) (or

(C.1)) that
∂W

∂r

∣∣∣∣
r=r0,XH=0

= 0 . (3.32)

Concurrence of these conditions would seem to suggest that there is a circular orbit at r0

for parameters of each critical particle. However, there exist doubts about the properties

of orbits in the r = r0 region (cf. [45, 112]). Regardless of these doubts, let us select

an arbitrary radius rorb > r+, and see what it implies if we assume that W and its first
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derivative are zero there. Expanding (3.11) around rorb (for r > rorb), we get

ur ≡ dr

dτ
.
= ± (r − rorb)

√
1

2Ñ
2
g̃rr

∂2W

∂r2

∣∣∣∣∣
r=rorb

+ . . . (3.33)

This equation has an asymptotic solution of the form

r
.
= rorb

[
1 + exp

(
± τ

τrelax

)]
+ . . .

1

τrelax
=

√
1

2Ñ
2
g̃rr

∂2W

∂r2

∣∣∣∣∣
r=rorb

, (3.34)

which is valid for early proper times for outgoing particles (plus sign) and for late ones for

incoming particles (minus sign). We can apply the result to critical particles by choosing

the minus sign and rorb = r0. The result that critical particles only asymptotically

approach the radius of the degenerate horizon and do not reach it in a finite proper time

has already been derived in a slightly different way in various cases, see e.g. [62, 63].

Above, we have shown that it applies to the q̃ 6= 0, ω 6= 0 case as well.

Let us yet mention that it follows from (3.23) (or (C.3)) that

∂2W

∂r2

∣∣∣∣
r=r0,XH=0

= 2

(
∂V+
∂r

∂V−
∂r

)∣∣∣∣
r=r0

. (3.35)

This interconnection between derivatives of W and V± of different orders appears rather

unusual regarding the general form of (C.3).

3.4.3 The hyperbola

As we have seen above, whether the motion of critical particles towards r0 is forbidden or

not depends on whether the radial derivative of V at r = r0 is positive or not. To study

the division between the critical particles that can approach r0 and those that cannot, we

thus consider the condition
∂V

∂r

∣∣∣∣
r=r0

= 0 (3.36)

as a function of parameters q̃ and l of the (critical) test particles. Regarding (3.30), one

sees that it actually corresponds to a branch of a hyperbola in variables q̃ and l. To study
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its properties, we remove the square root in (3.30) and thus recover the second branch

[(
∂ω
∂r
l + q̃ ∂φ

∂r

)2
Ñ

2 − (l − q̃Aϕ)2

gϕϕ

]∣∣∣∣∣
r=r0,ϑ=

π

2

= 1 . (3.37)

This equation corresponds in fact to

∂2W

∂r2

∣∣∣∣
XH=0,r=r0

= 0 . (3.38)

Regarding (3.35) (cf. also the calculations leading to (3.30)), we find that the second

branch corresponds to similar division for non-physical particles moving backwards in

time.

We already observed that conditions (3.32) and W = 0 always hold for critical par-

ticles at r0: thus, the simultaneous validity of (3.38) signifies the usual requirement for

a marginally stable circular orbit, often called innermost stable circular orbit (ISCO).

Then, from (3.35) we see that the condition (3.36) also implies the ISCO in this sense

(restricting to particles moving forward in time it is in fact equivalent to the requirement

for ISCO).

The curve described by equation (3.37) is indeed a hyperbola, except for the case when

the two squared expressions become proportional to each other. This would happen if

(
∂φ

∂r
+
∂ω

∂r
Aϕ

)∣∣∣∣
r=r0,ϑ=

π

2

= 0 . (3.39)

Calculating the derivative of the generalised electrostatic potential (2.26),

∂φ

∂r
= −∂At

∂r
− ω∂Aϕ

∂r
− ∂ω

∂r
Aϕ , (3.40)

and recalling the expression (2.31) for the radial electric field strength in the locally non-

rotating frame (3.4), (3.5), which reads

F(r)(t) =
1

N
√
grr

(
∂At
∂r

+ ω
∂Aϕ
∂r

)
, (3.41)
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we can write

∂φ

∂r
= −N√grrF(r)(t) −

∂ω

∂r
Aϕ = −Ñ

√
g̃rrF(r)(t) −

∂ω

∂r
Aϕ . (3.42)

Since the product N2grr is finite and non-vanishing (as manifested by passing to Ñ2 and

g̃rr in extremal case, cf. (3.2)), the condition (3.39) reduces to

F(r)(t)

∣∣
r=r0,ϑ=

π

2

= 0 . (3.43)

In this degenerate case equation (3.37) defines just a pair of straight lines in lq̃ plane

rather than a hyperbola.

The hyperbola (3.37) has asymptotes

l = −q̃
√
gϕϕ

∂φ
∂r
± ÑAϕ

√
gϕϕ

∂ω
∂r
∓ Ñ

∣∣∣∣∣
r=r0,ϑ=

π

2

. (3.44)

We can also rewrite (3.37) as

{
l2

[(
∂ω
∂r

)2
Ñ

2 −
1

gϕϕ

]
+ q̃2

[(
∂φ
∂r

)2
Ñ

2 −
A2
ϕ

gϕϕ

]
+ 2lq̃

(
∂ω
∂r

∂φ
∂r

Ñ
2 +

Aϕ
gϕϕ

)}∣∣∣∣∣
r=r0,ϑ=

π

2

= 1 . (3.45)

The coefficients in this form determine the orientation of the hyperbola with respect to

axes q̃ and l. We will distinguish several cases and denote them by numbers and letters

(by which they are identified in figures in Section 3.5).

Case 1a: If [
gϕϕ

(
∂ω

∂r

)2

− Ñ2

]∣∣∣∣∣
r=r0,ϑ=

π

2

> 0 , (3.46)

(3.45) is valid for q̃ = 0, which means that both branches exist for both signs of q̃, i.e.

both cross the l axis.

Case 1b: If, on the other hand,[
gϕϕ

(
∂ω

∂r

)2

− Ñ2

]∣∣∣∣∣
r=r0,ϑ=

π

2

< 0 , (3.47)

(3.45) cannot be satisfied for q̃ = 0, so the branches are separated by the l axis and each
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of them corresponds to different sign of q̃. The marginal case 1c occurs when in (3.45)

[
gϕϕ

(
∂ω

∂r

)2

− Ñ2

]∣∣∣∣∣
r=r0,ϑ=

π

2

= 0 , (3.48)

i.e. the coefficient multiplying l2 vanishes. Comparing with (3.44), we see that this

corresponds to one of the asymptotes having infinite slope, thus coinciding with the l

axis.

A similar discussion applies to the coefficient of q̃2.

Case 2a: If [
gϕϕ

(
∂φ

∂r

)2

− Ñ2
A2
ϕ

]∣∣∣∣∣
r=r0,ϑ=

π

2

> 0 , (3.49)

both branches of the hyperbola cross the q̃ axis and exist for both signs of l.

Case 2b: The opposite inequality,[
gϕϕ

(
∂φ

∂r

)2

− Ñ2
A2
ϕ

]∣∣∣∣∣
r=r0,ϑ=

π

2

< 0 , (3.50)

means that the branches are separated by the q̃ axis and each of them has different sign

of l.

Case 2c: If [
gϕϕ

(
∂φ

∂r

)2

− Ñ2
A2
ϕ

]∣∣∣∣∣
r=r0,ϑ=

π

2

= 0 , (3.51)

one can see again from (3.44) that this means that (at least) one of the asymptotes has

zero slope, i.e. it coincides with the q̃ axis.

Case 3: If (
gϕϕ

∂ω

∂r

∂φ

∂r
+ Ñ

2
Aϕ

)∣∣∣∣
r=r0,ϑ=

π

2

= 0 , (3.52)

the coefficient multiplying lq̃ vanishes. In that case, the hyperbola is symmetrical with

respect to the inversions l → −l and q̃ → −q̃. Since we are interested in just one of the

branches, only one of the symmetries matters.

Let us note that when the electromagnetic field vanishes, the conditions (3.39), (3.51)

and (3.52) are satisfied simultaneously – the charge of the particle loses any effect on

kinematics.

Turning back to (3.30) in general, it is obvious that the radial derivative of the effective
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potential at r0 will be positive for l = 0, q̃ = 0. Therefore, the “admissible region” in the lq̃

plane will be “behind” the hyperbola branch given by (3.36) with (3.30). If the branches

are separated by one of the axes, critical particles must have a specific sign of one of the

parameters to possibly reach r0. Therefore, the difference among the a and b subcases of

1 and 2 is essential.

It is even more important to look at combinations of these subcases. There are two

generic possibilities, when one of the two BSW mechanisms prevails: the combination

1a2b, when only the sign of l is restricted, corresponds to the “classical” centrifugal

mechanism of BSW effect (first described in [53] and generalised in [63]). On the other

hand, the variant 1b2a with a restriction on the sign of q̃ signifies the dominance of the

electrostatic analogy of the BSW effect (conceived in [66]).

However, in the ω 6= 0, q̃ 6= 0 case, another two (more unusual) combinations can

possibly occur. Scenario 1a2a means that the sign of neither l nor q̃ is restricted. In this

case, there will be critical particles with both signs of l and with both signs of q̃ that

can approach r0. Just one combination of signs of both parameters will be excluded. In

contrast, the possibility 1b2b would mean that signs of both l and q̃ are restricted, i.e.

that only critical particles with just one combination of signs of l and q̃ can approach r0.

Curiously enough, for the extremal Kerr-Newman solution (see below), of those two, only

the 1a2a case can occur. However, the 1b2b variant could possibly be realised in more

general black-hole models.

As the c cases represent transitions between different combinations described above,

the corresponding conditions (3.48) and (3.51) have particular physical significance; it is

of primary interest, if these conditions can be satisfied for some black-hole solution and

for which values of its parameters.

Finally, let us note that the condition (3.27) for critical particles can be used to define

a system of parallel lines (labeled by different values of εcr) in the lq̃ plane.4 Apart from

the orientation of the hyperbola, it is also of interest to examine how the branch defined by

(3.36) with (3.30) intersects these critical energy lines and which critical energies belong

to the the admissible region.

4Alternatively, one can also interpret (3.27) as an equation of a single plane in εlq̃ space.
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3.4.4 Parametric solution

There are many possible parametrisations for branch(es) of a hyperbola. We will derive

a particular parametrisation of the hyperbola branch given by (3.36) with (3.30), which

is simple and which can also be used to describe curves given by analogues of (3.36) with

higher derivatives.5

Namely, let us make the following change of variables (assuming Aϕ|r=r0,ϑ=π/2 6= 0):

l = λ̃η̃ , q̃ Aϕ|r=r0,ϑ= π2 = λ̃ (η̃ − 1) , (3.53)

under which (3.36) with (3.30) becomes

∂ω
∂r
λ̃η̃ +

λ̃

Aϕ
(η̃ − 1)

∂φ

∂r
+ Ñ

√
1 +

λ̃
2

gϕϕ

∣∣∣∣∣∣
r=r0,ϑ=

π

2

= 0 . (3.54)

Expressing η̃ as

η̃ =
λ̃∂φ
∂r
− ÑAϕ

√
1 + λ̃

2

gϕϕ

λ̃
(
∂φ
∂r

+ ∂ω
∂r
Aϕ
)

∣∣∣∣∣∣
r=r0,ϑ=

π

2

=
−λ̃∂φ

∂r
+ ÑAϕ

√
1 + λ̃

2

gϕϕ

λ̃Ñ
√
g̃rrF(r)(t)

∣∣∣∣∣∣
r=r0,ϑ=

π

2

, (3.55)

and plugging back into (3.53), we get parametric equations for l, q̃ as functions of λ̃

l =
λ̃∂φ
∂r
− ÑAϕ

√
1 + λ̃

2

gϕϕ

∂φ
∂r

+ ∂ω
∂r
Aϕ

∣∣∣∣∣∣
r=r0,ϑ=

π

2

=
−λ̃∂φ

∂r
+ ÑAϕ

√
1 + λ̃

2

gϕϕ

Ñ
√
g̃rrF(r)(t)

∣∣∣∣∣∣
r=r0,ϑ=

π

2

, (3.56)

and

q̃ = −
λ̃∂ω
∂r

+ Ñ
√

1 + λ̃
2

gϕϕ

∂φ
∂r

+ ∂ω
∂r
Aϕ

∣∣∣∣∣∣
r=r0,ϑ=

π

2

=
λ̃∂ω
∂r

+ Ñ
√

1 + λ̃
2

gϕϕ

Ñ
√
g̃rrF(r)(t)

∣∣∣∣∣∣
r=r0,ϑ=

π

2

. (3.57)

5In order to match the formalism developed in Chapter 5 for energy extraction, the prescription (3.53)
is slightly modified in the present text as compared to [113]. The variables λ̃, η̃ here are related to λ, η
in [113] by λ̃ = −λ Aϕ|r=r0,ϑ=π/2 , η̃ = −η.
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If Aϕ|r=r0,ϑ=π/2 = 0, (3.36) with (3.30) is just linear in q̃, so we can solve for it directly,

q̃ = −
∂ω
∂r
l + Ñ

√
1 + l2

gϕϕ

∂φ
∂r

∣∣∣∣∣∣
r=r0,ϑ=

π

2

. (3.58)

3.4.5 Remarks on class II critical particles

One of the least studied aspects of the BSW-like phenomena is what happens when

relaxation time τrelax in (3.34) is infinite, i.e when the leading order of the expansion of

W in r− r0 for a critical particle is the third one instead of the second. Comparing with

(3.35) and (3.36), we can make sure that this is the case for particles on the border of the

admissible region.

Let us note that in [69] (cf. Table I therein), Harada and Kimura propose a clas-

sification (for nonequatorial critical particles in the Kerr field) somewhat similar to our

discussion based on ∂V/∂r|r0 . In particular, class I critical particles correspond to those

inside our admissible region, class II to those on the border and class III to the ones

outside of it.

For the class II critical particles the expansion of the radial equation of motion (3.11)

at r0 turns to

ur ≡ dr

dτ
.
= − (r − r0)

3
2

√
1

6Ñ
2
g̃rr

∂3W

∂r3

∣∣∣∣∣
r=r0

+ . . . (3.59)

This leads to the following approximate solution (which describes outgoing critical parti-

cles for τ → −∞ and ingoing ones for τ →∞):

r = r0 +
1

τ 2

(
24Ñ

2
g̃rr

∂3W
∂r3

)∣∣∣∣∣
r=r0

+ . . . (3.60)

This type of trajectory was previously considered in the equatorial geodesic case in [115]

(be aware of typographic errors in equation (91) therein). Because of their inverse power-

law behaviour, class II critical particles approach r0 much more slowly than class I critical

particles with their exponential approach.
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3.4.6 The second derivative

In order for the critical particles to approach r = r0, their parameters q̃, l must lie in

the admissible region. This region in the q̃l plane is delimited by the hyperbola branch

given by the requirement of zero first derivative of the effective potential V at r0, which

corresponds to class II critical particles, as noted above. For class II critical particles the

second derivative of V at r = r0 clearly has to be negative in order for them to be able

to approach r0 (compare (3.59) with (C.10)). There are, however, more subtle aspects.

First, for critical particles with parameters located almost at the border of the admissible

region, i.e. parameters corresponding to almost zero first derivative of V at r = r0, the

second derivative of V also determines the trend of the effective potential V and the

admissibility of motion.

Furthermore, one should distinguish between the conditions suitable for “black hole

particle supercollider experiment”, where the motion towards r = r0 should be allowed to

start from some radius well above r0 (if not from infinity of the spacetime, like in [53]),

and a situation, when the allowed band outside r0 is tiny.6 If we do not make assumptions

about asymptotics of the effective potential V (or of the spacetime itself), this distinction

also depends on the second derivative of V at r = r0. There are multiple possibilities

inside the admissible region. If the first derivative of V at r = r0 is negative but very

small, whereas the second one is positive, V will reach a minimum and start to increase

for some radii not much higher than r0. Thus, the motion of the corresponding critical

particle will be allowed only in a modest range of r. On the other hand, if both the first

and the second derivative of V at r = r0 are negative, they will not be outweighed by

higher Taylor orders until radii of multiples of r0, so the motion can start well outside

of the black hole. (See the Kerr-Newman example below, cf. Figure 3.1.) The higher

derivatives can make a difference, even at radii very close to r0, only in the (uncommon)

case when both the first and the second derivative of V at r = r0 will be very small.

Focusing here on the second derivative of V at r = r0 for an extremal black hole (3.2),

let us proceed analogously to what we described for the first derivative, namely, observing

6These other cases may be compatible with the particle starting to plunge after moving on a non-
geodesic trajectory due to viscous losses inside an accretion disc. Such a process was discussed by Harada
and Kimura in a slightly different context [114].
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∂2N/∂r2 = 2∂Ñ/∂r + (r − r0) ∂2Ñ/∂r2. The result is

∂2V

∂r2

∣∣∣∣
r=r0

=

∂2ω∂r2 l + q̃
∂2φ

∂r2
+

(
2
∂Ñ

∂r
− Ñ

gϕϕ

∂gϕϕ
∂r

)√
1 +

(l − q̃Aϕ)2

gϕϕ
+

+
Ñ

gϕϕ

(
∂gϕϕ
∂r
− 2q̃ (l − q̃Aϕ)

∂Aϕ
∂r

)
1√

1 + (l−q̃Aϕ)2
gϕϕ


∣∣∣∣∣∣∣∣
r=r0,ϑ=

π

2

.

(3.61)

Again, we will consider the condition

∂2V

∂r2

∣∣∣∣
r=r0

= 0 (3.62)

as a prescription of a curve in variables q̃ and l. First, one can deduce its asymptotes,

l = −q̃
∂2φ
∂r2
± 1√

gϕϕ

[(
2∂Ñ
∂r
− Ñ

gϕϕ

∂gϕϕ
∂r

)
Aϕ + 2Ñ ∂Aϕ

∂r

]
∂2ω
∂r2
∓ 1√

gϕϕ

(
2∂Ñ
∂r
− Ñ

gϕϕ

∂gϕϕ
∂r

)
∣∣∣∣∣∣
r=r0,ϑ=

π
2

. (3.63)

However, since (3.62) leads to much more complicated curve than a branch of a hyperbola,

the asymptotes do not provide good information. (In fact, for the Kerr-Newman solution

it can be seen that in some cases the curve approaches the asymptotes very slowly and

that it may also cross them.)

Nevertheless, we can use change of variables (3.53) to obtain a parametric solution in

the form

l =
λ̃∂

2φ
∂r2

√
1 + λ̃

2

gϕϕ
− 2∂Ñ

∂r
Aϕ −

[(
2∂Ñ
∂r
− Ñ

gϕϕ

∂gϕϕ
∂r

)
Aϕ + 2Ñ ∂Aϕ

∂r

]
λ̃
2

gϕϕ(
∂2ω
∂r2
Aϕ + ∂2φ

∂r2

)√
1 + λ̃

2

gϕϕ
− 2Ñ

gϕϕ
λ̃∂Aϕ

∂r

∣∣∣∣∣∣∣
r=r0,ϑ=

π

2

(3.64)

and

q̃ = −
λ̃∂

2ω
∂r2

√
1 + λ̃

2

gϕϕ
+ 2∂Ñ

∂r
+
(

2∂Ñ
∂r
− Ñ

gϕϕ

∂gϕϕ
∂r

)
λ̃
2

gϕϕ(
∂2ω
∂r2
Aϕ + ∂2φ

∂r2

)√
1 + λ̃

2

gϕϕ
− 2Ñ

gϕϕ
λ̃∂Aϕ

∂r

∣∣∣∣∣∣∣
r=r0,ϑ=

π

2

. (3.65)

Once more, when Aϕ|r=r0,ϑ=π/2 = 0 and (3.53) does not work, we can solve (3.62) directly
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for q̃, obtaining

q̃ = −
∂2ω
∂r2
l
√

1 + l2

gϕϕ
+ 2∂Ñ

∂r
+
(

2∂Ñ
∂r
− Ñ

gϕϕ

∂gϕϕ
∂r

)
l2

gϕϕ

∂2φ
∂r2

√
1 + l2

gϕϕ
− 2Ñ

gϕϕ
l ∂Aϕ
∂r

∣∣∣∣∣∣
r=r0,ϑ=

π

2

. (3.66)

The details of the behaviour of the curve (3.62) are in general not quite simple, since the

curve can have two branches separated by a “third asymptote”. This is manifested by the

fact that denominators of (3.64) and (3.65) can go to zero for a finite value of parameter

λ̃. One can verify that for real λ̃ the only such value can be

λ̃0 =

sgn

(
∂Aϕ
∂r

) ∂2ω
∂r2
Aϕ + ∂2φ

∂r2√
4Ñ

2
(
∂Aϕ
∂r

)2
− gϕϕ

(
∂2ω
∂r2
Aϕ + ∂2φ

∂r2

)2

∣∣∣∣∣∣∣∣
r=r0,ϑ=

π

2

. (3.67)

Taking the limit λ̃→ λ̃0 of the ratio of (3.64) and (3.65), we find the third asymptote to

be the line l = q̃ Aϕ|r=r0,ϑ=π/2. Since the values of l and q̃ given by (3.64) and (3.65) for

λ̃ = 0 lie on this line, we see that the curve (3.62) necessarily crosses this third asymptote.

In order for the branch separation to occur, λ̃0 must be a real number. Therefore, if

it holds that [
4Ñ

2

gϕϕ

(
∂Aϕ
∂r

)2

−
(
∂2ω

∂r2
Aϕ +

∂2φ

∂r2

)2
]∣∣∣∣∣
r=r0,ϑ=

π

2

> 0 , (3.68)

the curve (3.62) will indeed have two branches, whereas for

[
4Ñ

2

gϕϕ

(
∂Aϕ
∂r

)2

−
(
∂2ω

∂r2
Aϕ +

∂2φ

∂r2

)2
]∣∣∣∣∣
r=r0,ϑ=

π

2

< 0 , (3.69)

there will be only one branch. Interestingly, in the marginal case,[
4Ñ

2

gϕϕ

(
∂Aϕ
∂r

)2

−
(
∂2ω

∂r2
Aϕ +

∂2φ

∂r2

)2
]∣∣∣∣∣
r=r0,ϑ=

π

2

= 0 ; (3.70)

one can verify that the line l = q̃ Aϕ|r=r0,ϑ=π/2 coincides with one of the asymptotes (3.63).

The formulae (3.64) and (3.65) can be decomposed into two contributions

l
(
λ̃
)

= lreg

(
λ̃
)

+ lsing

(
λ̃
)
, q̃

(
λ̃
)

= q̃reg

(
λ̃
)

+ q̃sing

(
λ̃
)
. (3.71)
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Here lreg and q̃reg are finite for λ̃ → λ̃0, whereas lsing and q̃sing are given by expressions

(3.64) and (3.65) with their numerators evaluated at λ̃0. One can show that lreg, q̃reg alone

form a parametric expression of a branch of a hyperbola with asymptotes (3.63), whereas

lsing, q̃sing parametrise the line l = q̃ Aϕ|r=r0,ϑ=π/2. Unfortunately, the resulting expressions

are not so “practical” in general (see C.2), but they become shorter for the Kerr-Newman

case (cf. (3.90), (3.91), (3.92), (3.93)).

Leaving aside the technical details, let us note that it is of interest to study the

intersections of curve (3.64), (3.65) with the border (3.56), (3.57) of the admissible region.

If there is a part of the border that lies inside the region where the second derivative of

V at r0 is positive, the cases described at the beginning of this section will arise. In the

figures in the next section, these “problematic” parts of the border will be plotted in red.

3.5 Results for the Kerr-Newman solution

For the Kerr-Newman solution (1.1) with mass M , angular momentum aM (a > 0), and

charge Q, the metric in the form (3.1) reads

g = −∆Σ
A

dt2 +
A

Σ
sin2 ϑ

[
dϕ− a

A

(
2Mr −Q2

)
dt
]2

+
Σ

∆
dr2 +Σ dϑ2 , (3.72)

where

∆ = r2 − 2Mr + a2 +Q2 , Σ = r2 + a2 cos2 ϑ , A =
(
r2 + a2

)2 −∆a2 sin2 ϑ . (3.73)

In the extremal case, M2 = Q2 + a2 and ∆ = (r −M)2, so ∆ plays the role of expression

(r − r0)2 factored out in (3.2) with r0 = M . It is obvious that one of the parameters,

say M , constitutes just a scale; only ratios of the other two parameters with respect to it

imply properties of the solution. Thus, the extremal case is effectively a one-parameter

class (cf. (2.64)).

The electromagnetic potential for the Kerr-Newman solution (1.3) reads

A = −Qr
Σ

(
dt− a sin2 ϑdϕ

)
, (3.74)
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which implies the generalised electrostatic potential,

φ =
Qr

A

(
r2 + a2

)
. (3.75)

Substituting (3.72), (3.74) and (3.75) into (3.16), we get the effective potential for

equatorial electrogeodesic motion (cf. [107])

V =
1

Aeq

{(
2Mr −Q2

)
al + q̃Qr

(
r2 + a2

)
+ r
√
∆
[
Aeq + (lr − q̃Qa)2

]}
, (3.76)

where Aeq stands for A |ϑ=π/2. It is interesting to note that in the extremal case, for

particles with special values of parameters

l = a , q̃ =

√
Q2 + a2

Q
, (3.77)

it holds that V ≡ 1.

3.5.1 The hyperbola

Critical particles with given values of q̃ and l must have the energy defined by

εcr =
al

Q2 + 2a2
+
q̃Q
√
Q2 + a2

Q2 + 2a2
. (3.78)

Kinematic restrictions on their motion towards r = M are expressed by the branch of the

hyperbola defined by equation (3.36) with (3.30), which for the extremal Kerr-Newman

solution takes the form (when multiplied by common denominator (Q2 + 2a2)
2)

− 2al
√
Q2 + a2 − q̃Q3 +

√
Q2 + a2

√
(Q2 + 2a2)2 +

(
l
√
Q2 + a2 − q̃Qa

)2
= 0 . (3.79)

If we turn to the whole hyperbola in the form (3.37), we get

(
2al
√
Q2 + a2 + q̃Q3

)2
(Q2 + a2) (Q2 + 2a2)2

−

(
l
√
Q2 + a2 − q̃Qa

)2
(Q2 + 2a2)2

= 1 . (3.80)
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In the form (3.45), it reads

l2
3a2 −Q2

(Q2 + 2a2)2
+ q̃2

Q2 (Q4 −Q2a2 − a4)
(Q2 + a2) (Q2 + 2a2)2

+ 2lq̃
Qa (3Q2 + a2)√

Q2 + a2 (Q2 + 2a2)2
= 1 . (3.81)

Equation (3.44) for the asymptotes of the hyperbola reduces to

l = q̃
Q√

Q2 + a2
−Q2 ± a

√
Q2 + a2

2a±
√
Q2 + a2

. (3.82)

The parametric solution for (3.79) given in general by (3.56) and (3.57) turns out to

be

l =
λ̃Q2 + a

√
(Q2 + 2a2)2 + λ̃

2
(Q2 + a2)

Q2 + 2a2
, (3.83)

q̃ =

√
Q2 + a2

Q (Q2 + 2a2)

[
−2λ̃a+

√
(Q2 + 2a2)2 + λ̃

2
(Q2 + a2)

]
. (3.84)

3.5.2 The second derivative

Regarding (3.61), we find for the value of the second derivative of V at r = M

∂2V

∂r2

∣∣∣∣
r=M

=
1

(Q2 + 2a2)3

[
2a
(
2Q2 + a2

)
l + 2Q

√
Q2 + a2

(
Q2 − a2

)
q̃ −

− 4Q2

√
(Q2 + 2a2)2 +

(
l
√
Q2 + a2 − q̃Qa

)2]
+

+
2

(Q2 + 2a2)2

Q4 + 2Q2a2 + q̃Qa
(
l
√
Q2 + a2 − q̃Qa

)
√

(Q2 + 2a2)2 +
(
l
√
Q2 + a2 − q̃Qa

)2 .

(3.85)

One can check that for q̃ = 0, l = 0 this expression reduces to

∂2V

∂r2

∣∣∣∣
r=M

= − 2Q2

(Q2 + 2a2)2
, (3.86)
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so that the region of ∂2V/∂r2|r0 > 0 will lie “behind” the curve (3.62). The parametric

equations (3.64) and (3.65) for this curve become

l =
1

λ̃a (Q2 + a2) +Q2

√
(Q2 + 2a2)2 + (Q2 + a2) λ̃

2

{
a
(
Q4 + 2Q2a2

)
+

+
1

Q2 + 2a2

[
λ̃
(
Q4 − a4

)√
(Q2 + 2a2)2 + (Q2 + a2) λ̃

2
+
(
3Q2 + 2a2

) (
Q2 + a2

)
λ̃
2
]}

,

(3.87)

q̃ =
1

λ̃Qa
√
Q2 + a2 + Q3√

Q2+a2

√
(Q2 + 2a2)2 + (Q2 + a2) λ̃

2

{
Q4 + 2Q2a2 +

+
1

Q2 + 2a2

[
−λ̃a

(
2Q2 + a2

)√
(Q2 + 2a2)2 + (Q2 + a2) λ̃

2
+ 2Q2

(
Q2 + a2

)
λ̃
2
]}

.

(3.88)

The value λ̃0, for which the denominators of (3.87) and (3.88) vanish, is

λ̃0 = − Q2√
Q2 + a2

Q2 + 2a2√
a4 + a2Q2 −Q4

. (3.89)

Performing the decomposition (3.71), we find that finite part of (3.87) is

lreg =
1

(Q2 + 2a2) (Q4 −Q2a2 − a4)

[ (
Q2 + a2

) (
Q4 − 4Q2a2 − 2a4

)
λ̃+

+ a
(
2Q4 + 2Q2a2 + a4

)√
(Q2 + 2a2)2 + (Q2 + a2) λ̃

2

]
,

(3.90)

whereas for (3.88) the finite part (C.14) goes over to

q̃reg =
√
Q2 + a2

−a (4Q4 + 3Q2a2) λ̃+ (2Q4 + 2Q2a2 + a4)

√
(Q2 + 2a2)2 + (Q2 + a2) λ̃

2

Q (Q2 + 2a2) (Q4 −Q2a2 − a4)
.

(3.91)
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The contributions (C.16) and (C.15) that blow up for λ̃→ λ̃0 are given by7

lsing = − Q2a (Q2 + a2)

Q4 −Q2a2 − a4
(Q2 + 2a2)

2

λ̃a (Q2 + a2) +Q2

√
(Q2 + 2a2)2 + (Q2 + a2) λ̃

2
, (3.92)

q̃sing = lsing

√
Q2 + a2

Qa
. (3.93)

The curves (3.83), (3.84) and (3.87), (3.88) have two intersections. Naturally, one of

them coincides with (3.77). This corresponds to V ≡ 1, as we stated before; thus, all

the derivatives of V at all radii will be zero for these values of q̃ and l. One can check

that the point (3.77) corresponds to λ̃ = 0 in (3.83), (3.84) and (3.87), (3.88). The other

intersection lies at

l =
a

|Q|
2Q2 + a2√
Q2 + a2

, q̃ =
1

|Q|
Q2 − a2

Q
, (3.94)

and corresponds to

λ̃ =
a

|Q|
Q2 + 2a2√
Q2 + a2

. (3.95)

One can make sure that the second derivative of V at r = M is positive on a finite stretch

of the curve (3.83), (3.84), which lies in between these intersections. This part of the

curve (plotted in red in the corresponding figures) corresponds to class II critical particles

that cannnot approach r = M . For parameters on the rest of the border (3.83), (3.84),

the approach of class II critical particles towards r = M is allowed.

3.5.3 Important special cases

Let us now examine kinematic restrictions coming from the equations above for some

specific cases of the extremal Kerr-Newman solution.

3.5.3.1 Extremal Kerr solution

The condition (3.39) for the hyperbola branch (3.79) to degenerate into straight line

corresponds to
Q

Q2 + 2a2
= 0 (3.96)

7Interestingly, all the resulting formulae work well even for the case when real λ0 does not exist (3.69).
They are not defined in the marginal case (3.70).
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for the extremal Kerr-Newman solution. We see that this can be satisfied only by setting

Q = 0, i.e. for the extremal Kerr solution. Regarding (3.81), the conditions (3.51) and

(3.52) (case 2c3) are also satisfied for Q = 0, which we anticipated for a case without an

electromagnetic field.

Equation (3.79) is satisfied for l/M ≡ l/a = 2/
√
3. Therefore, critical particles can

approach r = M for angular momenta l/M > 2/
√
3 in this case, which corresponds to

energies εcr > 1/
√
3, as seen from (3.78). However, the expression (3.85) becomes

∂2V

∂r2

∣∣∣∣
r=M

=
l

4a3
, (3.97)

so the second derivative of V at r = M will be positive for all those particles. Thus,

the bounded particles with l/M = 2/
√
3, i.e. class II critical particles, cannot approach

r = M in the extremal Kerr spacetime. Moreover, for particles with parameters close to

l/M = 2/
√
3, their motion will be allowed only for a short range of radii.

Let us yet note that the parameters l/M = 2/
√
3, ε = 1/

√
3 mentioned above are those of

the marginally stable circular orbit in the extremal Kerr limit, as given in [45]. Further-

more, the other special circular orbits considered in [45], i.e. the marginally bound orbit

and the photon orbit (with ε→∞, l→ 2Mε), also correspond to critical particles in the

extremal Kerr limit.

3.5.3.2 “Sixty-degree” black hole

Turning again to (3.81), we find that condition (3.48) (case 1c) can be satisfied if and only

if 3a2 = Q2. This corresponds to a/M = 1/2 and |Q|/M =
√
3/2, respectively.8 The special

alignment of the hyperbola branch (3.79) and the critical energy lines in the admissible

region in this case can be seen in Figure 3.2.

In order to explore the significance of the sign of ∂2V/∂r2|r0 , we plotted V for several

particles on the “border” (with ∂V/∂r|r0) in Figure 3.1. With ∂2V/∂r2|r0 < 0, even the

bounded particle shown (with q̃ = 0.5) has a reasonable allowed band.

8If we express the parameters of the extremal Kerr-Newman black hole by a “mixing angle” defined
by a =M cos γKN, Q =M sin γKN (cf. (2.64)), a/M = 1/2 corresponds to its value of sixty degrees, hence
the name for this case.
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Figure 3.1: Effective potential V for several particles with ∂V/∂r|r=r0 = 0 moving around
the extremal Kerr-Newman black hole with a/M = 1/2. For 2/3 < q̃ < 2/

√
3 (in red), the

effect of the positive second derivative of V at r0 is clearly visible.

3.5.3.3 “Golden” black hole

Apart from the degenerate Kerr case, condition (3.51) (case 2c) will be also satisfied if

Q4 − Q2a2 − a4 = 0, as follows from (3.81). This equation has one positive root, which

corresponds to Q2/a2 = (
√
5+1)/2. This is the “golden ratio” number.9 Since the golden

ratio plus one equals the golden ratio squared, we get M/a = (
√
5+1)/2 and M2/Q2 = (

√
5+1)/2.

And, by definition, one over the golden ratio is the golden ratio minus one, so it holds

that, e.g. a/M = (
√
5−1)/2. The plot of the hyperbola branch (3.79) in this case can be

seen in Figure 3.3.

Curiously enough, the condition (3.70) also corresponds to Q4 − Q2a2 − a4 = 0, as

seen from (3.89). Thus, for a/M > (
√
5−1)/2 there will be two branches of the curve (3.87),

(3.88). However, it turns out that only one of the branches will intersect the admissible

region. This follows from the fact that one of the intersections with its border, curve

(3.79), lies at λ̃ = 0 and the position in λ̃ (cf. (3.95)) of the other has always the opposite

sign compared to λ̃0 (see (3.89)), where the branch cut occurs.

9F. H. thanks Miguel Coelho Ferreira for kindly pointing this out.
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Figure 3.2: Case 1c2a: Kinematic restrictions for critical particles in the case of the
extremal Kerr-Newman black hole with a/M = 1/2. The hyperbola branch forms a border
between the critical particles that can approach r = M and those that cannot. In the
admissible region the lines of constant critical energy are plotted. We considered Q > 0;
the figure for Q < 0 can be obtained by the inversion q̃ → −q̃. Note that one of the
asymptotes coincides with the l axis.
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Figure 3.3: Case 1a2c: Kinematic restrictions for critical particles in the case of the
extremal Kerr-Newman black hole with a/M = (

√
5−1)/2 (golden black hole). The hyperbola

branch forms a border between the critical particles that can approach r = M and those
that cannot. In the admissible region the lines of constant critical energy are plotted. We
considered Q > 0; the figure for Q < 0 can be obtained by the inversion q̃ → −q̃. Note
that one of the asymptotes coincides with the q̃ axis.
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We have exhausted all cases when conditions (3.48) and (3.51) can be satisfied. Now

let us look at the signs of the coefficients multiplying l2 and q̃2 terms in (3.81) on the

intervals delimited by these special cases. For a/M > (
√
5−1)/2

.
= 0.618, the coefficient of

l2 is positive and the coefficient of q̃2 is negative (case 1a2b). Thus, the critical particles

need to be corotating in order to approach r = M , but they can have both signs of charge

(or be uncharged). The “centrifugal mechanism” prevails in this interval. On the other

hand, for a/M < 1/2 the coefficient of l2 is negative and the coefficient of q̃2 is positive

(case 1b2a). Therefore, critical particles can be radially moving, counterrotating, or

corotating, but they must have the same sign of charge as the black hole. In particular,

they cannot be uncharged (cf. [65]). Thus, in this interval the “electrostatic mechanism”

prevails. However, for (
√
5−1)/2 > a/M > 1/2, both coefficients are positive (case 1a2a,

so inequalities (3.46) and (3.49) hold simultaneously). In this interval one can choose

between the mechanisms; the critical particles need to either be corotating or have the

same sign of charge as the black hole in order to approach r = M .

3.5.3.4 Extremal Reissner-Nordström solution

Again, in addition to the Kerr case, condition (3.52) (case 3) can also be satisfied for

a = 0, as we see from (3.81). As this case of the extremal Reissner-Nordström black hole

is non-rotating, particle kinematics cannot depend on the change l→ −l. This is reflected

in the symmetry of the hyperbola branch (3.79) with respect to q̃ axis, see Figure 3.4.

Since Aϕ ≡ 0 for a = 0, one should use solution (3.58) for the hyperbola branch (3.79),

which reads

q̃ =
1

Q

√
Q2 + l2 , (3.98)

and the solution (3.66) for (3.62), which becomes

q̃ =
2l2 +Q2

Q
√
Q2 + l2

. (3.99)

These curves touch at l = 0, q̃ = sgnQ. Let us note that radial critical particles were

previously studied by Zaslavskii in [66].
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Figure 3.4: Case 1b2a3: Kinematic restrictions for critical particles in the case of the
extremal Reissner-Nordström black hole (a = 0). The hyperbola branch forms a border
between the critical particles that can approach r = M and those that cannot. In the
admissible region the lines of constant critical energy are plotted. We considered Q > 0;
the figure for Q < 0 can be obtained by the inversion q̃ → −q̃. Note the symmetry with
respect to the q̃ axis.
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3.5.4 Energy considerations

As mentioned above, it is also of interest to study the intersections of the hyperbola branch

(3.79) with critical energy lines. Since the Kerr-Newman solution is asymptotically flat,

we focus on energy line with εcr = 1, which corresponds to critical particles coming from

rest at infinity. Solving for intersections of (3.78) for εcr = 1 with (3.79), we find that one

is at the point (3.77), where V ≡ 1 (all radial derivatives vanish for these parameters),

and the other one occurs for

l = a
3Q2 + 2a2

Q2
, q̃ =

√
Q2 + a2

Q3

(
Q2 − 2a2

)
. (3.100)

Both intersections coincide for a = 0, when they reduce to l = 0, q̃ = sgnQ and lie on the q̃

axis. Apart from this case, both intersections occur for positive l, so critical particles with

εcr 6 1 must be always corotating for a 6= 0. Only the second intersection can lie on the l

axis, which happens for Q2 = 2a2. This condition corresponds to a/M = 1/
√
3, |Q|/M =

√
2/3.

Thus, we reproduced the result of [64] that uncharged critical particles with εcr = 1 cannot

approach r = M for an extremal Kerr-Newman black hole with a/M < 1/
√
3. The hyperbola

branch (3.79) for this case is plotted in Figure 3.5. For Q → 0, the expressions (3.77)

and (3.100) break down, because for the Q = 0 (Kerr) case there is no dependence of

the particle kinematics on q̃. In that case both (3.79) and (3.78) reduce just to (non-

intersecting) lines of constant l.

Another interesting question is to find the “energy vertex” of the hyperbola branch,

i.e. what is the minimal value of the critical energy on curve (3.79). One finds that it lies

at the point (3.94), with the corresponding critical energy being

εcr =
|Q|√
Q2 + a2

. (3.101)

This vertex energy will always be smaller than 1, except for the a = 0 (Reissner-

Nordström) case, when the vertex coincides with the intersections with the εcr = 1 line

((3.77) and (3.100)) and lies on the q̃ axis. The vertex can cross the l axis, which occurs

if Q2 = a2. That corresponds to a/M = |Q|/M = 1/
√
2 (see Figure 3.6).

Let us note that although the expressions (3.94) break down for Q → 0, the corre-

sponding critical energy (3.101) is regular. However, it does not have the correct limit for

Q → 0, since it goes to zero, whereas the lowest energy required for critical particles in
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Figure 3.5: Case 1a2a: Kinematic restrictions for critical particles in the case of the
extremal Kerr-Newman black hole with a/M = 1/

√
3. The hyperbola branch forms a border

between the critical particles that can approach r = M and those that cannot. In the
admissible region the lines of constant critical energy are plotted. We considered Q > 0;
the figure for Q < 0 can be obtained by the inversion q̃ → −q̃. Note that the εcr = 1
intersects with the border at the l axis.
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Figure 3.6: Case 1a2b: Kinematic restrictions for critical particles in the case of the
extremal Kerr-Newman black hole with a/M = 1/

√
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between the critical particles that can approach r = M and those that cannot. In the
admissible region the lines of constant critical energy are plotted. We considered Q > 0;
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the extremal Kerr solution in order to approach r = M is 1/
√
3, as noted above. This is an

example of a “discontinuous” behaviour of the kinematic restrictions in the limit Q→ 0;

it has further manifestations that we discuss below.

3.5.5 The mega-BSW phenomena

If Q is small but nonzero, however tiny it may be, one can still maintain the magnitude

of electrostatic force carried to a particular test particle if it has accordingly high q̃. This

can be related to the divergent behaviour that we noticed in the expressions for positions

of special points (all of them corresponding to εcr 6 1) (3.77), (3.94) and (3.100) in the

lq̃ plane. These features still occur regardless of how small the charge Q is, but at higher

and higher values of q̃. We can see that in all these cases it holds that |l| .= |Qq̃| if we

consider Q very small (|Q| � M). However, the divergences in the expressions are of

different orders, which has interesting consequences.

Though the position of the intersection (3.77) in l approaches a constant for Q → 0

and just the position in q̃ diverges, for the other two points even the position in l diverges

for Q → 0. Thus, for very small Q, we can have charged critical particles that have

εcr 6 1, yet posses enormous values of angular momentum, and which still can approach

r = M (hence the mega-BSW effect). Such a thing is not possible in either the |Q| ≈ a

or Q = 0 regimes.

To examine this effect in more detail, let us assume that there is some value q̃max � 1

that acts as an upper bound for specific charge of the particles, |q̃| 6 q̃max. Then we can

find a value Q̃min of black hole’s specific charge Q̃ ≡ Q/M such that for
∣∣∣Q̃∣∣∣ > Q̃min some

of the special points ((3.77), (3.94), or (3.100)) will fit in the interval [−q̃max, q̃max]. The

Q → 0 behaviour will be parametrised by q̃max → ∞ asymptotics. Furthermore, we can

define l̃max such that the position of a selected special point ((3.77), (3.94), or (3.100))

will be |l| .= Ml̃max for
∣∣∣Q̃∣∣∣ = Q̃min. Since Q̃min will be small, we can use approximations

and then observe the asymptotics for the three special points, which are summarised in

Table 3.1.

These asymptotics tell us how small is the value of Q, for which we can still fit one

of the special points into the bounded range of values of charge q̃, and how large angular

momentum l the particles corresponding to this point can have for that value of Q.

This effect can also be relevant for considering BSW-type effects as an edge case
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Table 3.1: The mega-BSW effect illustrated (see text for details).

Point Q̃min l̃max

(3.77) (q̃max)
−1 1

(3.94) (q̃max)
− 1

2 (q̃max)
1
2

(3.100) 2
1
3 (q̃max)

− 1
3 2

1
3 (q̃max)

2
3

for possible astrophysical particle collision processes. Let us again stress that there are

calculations, first using Wald’s approximate (test-field) solution [10] and later an exact

Ernst-Wild solution [25], showing that a black hole can maintain a small, non-zero charge

in the presence of an external magnetic field. Furthermore, considering elementary parti-

cles, an electron gives us q̃max > 1020. However, the practical viability of the generalised

BSW effect is in any case put in question by the unlikely existence of extremal black holes,

the validity of the test-particle approximation and complications with energy extraction

(cf. the Introduction). A more detailed assessment of such problems in the present setup

(and a partial resolution of some of them) is given in 5.6.

3.6 Summary

We have studied the kinematics of critical particles moving around axially symmetric

stationary extremal black holes, focusing on the case when both rotation and electromag-

netic interaction are present. In the discussion, we used the minimum energy V (equation

(3.16)), which is an analogy of a classical potential. Whether a critical particle can ap-

proach the position of the degenerate horizon or not depends heavily on properties of the

black hole as well as on the parameters of the particle. If we treat the black hole as fixed,

we can visualise the restrictions in the space of the parameters l and q̃ (specific axial

angular momentum and charge) of the particle.

To do so, we derived expressions for curves ∂V/∂r|r0 = 0, see (3.56), (3.57), and

∂2V/∂r2|r0 = 0, cf. (3.64), (3.65), in this parameter space. The first is just a branch of a

hyperbola, whereas the second is technically complicated and can split into two branches.

These curves divide the parameter space into different regions. Critical particles with

parameters in the ∂V/∂r|r0 < 0 part (the admissible region) can approach r0. However,

the interval of r for which the motion is allowed may be short, if they fall into the part,

where ∂2V/∂r2|r0 > 0.
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We then studied the dependence of the restrictions on the properties of the black

hole. The relevant question is how many quadrants of the lq̃ plane are intersected by the

hyperbola branch (forming the border of the admissible region). As the admissible region

is “behind” the hyperbola branch, it lies in the same quadrants as its border. In general

cases it passes through two quadrants. In the case that we denoted as 1a2b, critical

particles must have a specific sign of angular momentum in order to approach r = r0, but

can have either sign of charge. Specially, they can be uncharged, but cannot move purely

radially. This means the dominance of the centrifugal type of generalised BSW effect. On

the other hand, in case 1b2a the particles must have a specific sign of charge to approach

r = r0, but they can have either sign of angular momentum. This corresponds to the

electrostatic type of generalised BSW effect.

Furthermore, we found that two mixed cases are also possible. In case 1a2a, the

hyperbola branch passes through three quadrants, so that the signs of the charge and

angular momentum of the critical particles are not restricted in order to approach r = r0.

Just one combination of the signs is forbidden. In contrast, in case 1b2b, the signs of both

charge and angular momentum of the critical particle approaching r = r0 are restricted.

We denoted the special limiting cases between a and b as c (see also Table 3.2). Another

special situation is case 3, when the border (and therefore the whole admissible region)

has the symmetry with respect to one of the inversions l→ −l or q̃ → −q̃. The hyperbola

branch may also degenerate into a straight line. We noted that this naturally happens

for a vacuum black hole, together with conditions 2c3.

We applied and illustrated the general discussion summarised above on the one-

parameter class of extremal Kerr-Newman solutions. From the mixed cases, only 1a2a is

realised in this class. Apart from general kinematic restrictions (embodied in the position

of the hyperbola branch enclosing the whole admissible region), we also investigated a

subset of critical particles with energies corresponding to coming from rest at infinity or

lower, εcr 6 1, i.e. marginally bound and bound particles. We found that for a/M > 1/
√
3

these particles can have either sign of charge, but must be corotating to approach r = M ,

whereas for a/M < 1/
√
3 they must be both corotating and have the same sign of the

charge as the black hole in order to approach r = M . The restrictions for particles with

εcr 6 1 are thus more stringent. The main results for restrictions on the parameters of

critical particles in order to approach r = M for extremal Kerr-Newman black holes are

75



summarised in Table 3.2.10

As a last point, we discussed unusual behaviour in the Q → 0 limit, when one can

maintain the magnitude of electrostatic force by considering very large |q̃|. We found

that for very small Q, critical particles with εcr 6 1 can have enormous values not only

of specific charge, but also of angular momentum, and still be able to approach r = M .

This is not possible for the cases Q = 0 or Q ≈ a. We discussed that this mega-BSW

effect could have some significance in astrophysics because black holes can maintain a

small charge due to interaction with external fields (see Section 1.2 and [10, 25]).

10For convenience, apart from the ratios a/M, |Q|/M, we used also the Kerr-Newman mixing angle
(Q =M sin γKN, a =M cos γKN, cf. (2.64)) to parametrise the class.
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Chapter 4

Particle collisions along the axis of

symmetry: kinematic restrictions

and energy extraction

4.1 Outline and summary

An effect of electrostatic origin analogous to the BSW effect is possible for radially moving

charged particles in the extremal Reissner-Nordström spacetime [66], as we have discussed

in the Introduction. For this effect it turned out that, in the test particle approximation,

there is no bound on the mass and the energy of an escaping particle produced in the

collision [80]. This is in sharp contrast to the original “centrifugal” BSW effect, where

unconditional bounds exist [72] (cf. also [71, 73]).

There are two natural ways of generalisation of this effect to more realistic black

holes with a smaller charge than in the extremal Reissner-Nordström case. First, one can

include effects of angular momentum of the particles and of the dragging from the rotation

of the black hole and study overlapping and transition between the electrostatic and the

centrifugal BSW-type effect. Concerning only the approach phase of the process, we have

analysed this way of generalisation in detail in Chapter 3. On the other hand, one can

keep the restriction to “purely radial” motion, which is possible in any axially symmetric

spacetime for particles moving along the axis of symmetry. In the present chapter, we

study this case and show that the interesting results for the extremal Reissner-Nordström

black hole can be replicated even in models closer to astrophysical situations.
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The chapter is organised as follows. In Section 4.2, we review the basic features of

electrogeodesic motion along the axis of symmetry of a general stationary axially symmet-

ric black-hole spacetime, including the local definition of the critical particles. We review

why they cannot approach the horizon for subextremal black holes and how they cause

the divergent behaviour of the centre-of-mass energy in the limit of the collision point

approaching the horizon radius. In 4.2.3 we recall that the trajectory of a critical particle

is approximated by an exponential relaxation towards the horizon radius. Because of this,

any collision event involving a critical particle must always happen at a radius greater

than the horizon radius. Therefore it makes sense to consider also particles that behave

approximately as critical at a given collision radius (so-called nearly critical particles). We

also recall that doubly fine-tuned critical particles with infinite relaxation time exhibit an

inverse power-law behaviour and thus approach the horizon radius much more slowly, as

we have previously shown in 3.4.5.

In Section 4.3 we study restrictions on the values of energy and charge of critical

particles in order for them to be able to approach the radius of the degenerate horizon. Our

discussion is based, similarly to Chapter 3, on derivatives of a certain effective potential.

In Appendix C.1.2 we show how this approach can be rigorously related to the expansion

coefficients of the radial equation of motion (including the relaxation time). In 4.3.2 we

give particular results for the extremal Kerr-Newman spacetime, which show that for

small values of the black hole charge the critical particles must be highly relativistic in

order to be able to approach the horizon radius.

In Section 4.4 we deal with the energy extraction. First, we briefly review how to

rearrange the conservation laws to prove that, for a 2→ 2 process, a collision of a critical

particle with an incoming “usual” (i.e. not fine-tuned) particle necessarily leads to the

production of a nearly critical particle and an incoming usual particle. Then we study

whether the produced nearly critical particle can escape and extract energy. We find that

there are two threshold values, one for mass and one for energy. If the nearly critical

particle is produced below/above the mass threshold, it is initially outgoing/incoming.

Below the energy threshold the particle must be produced with such a value of charge

that the corresponding critical energy will be lower than the actual energy, whereas above

the threshold the critical energy corresponding to the charge is above the actual energy.

These results qualitatively agree with the special case [80]. Here we focus on comparing
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the BSW-type process (collision with an incoming critical particle) and the Schnittman

process (collision with an outgoing, reflected critical particle). For instance, a particle

that is initially incoming with energy above the critical energy will fall into a black hole.

Therefore, a particle that is produced with mass above the threshold must have the energy

also above the respective threshold in order to avoid this. In 4.4.3 we show that this may

not be generally possible by considering a toy model of interactions of microscopic particles

(cf. the “neutral mass” problem). However, this problem occurs only for the BSW-type

kinematics. Thus, the Schnittman variant again fares better. The problem is actually

related to other two caveats for microscopic particles spotted earlier [80, 81]. As the

energy of (nearly) critical particles is proportional to their charge, the (nearly) critical

microscopic particles need to be highly relativistic (i.e. the “energy feeding” problem),

and also the produced particle must have a higher charge than the initial one, which limits

the efficiency. Finally, we show that the energy feeding problem for microscopic particles

may be reduced by six orders of magnitude if we go from the maximal value of the black

hole charge for the Reissner-Nordström solution to some minimal value required for the

processes to be possible. Despite this, the critical microscopic particles would still have

to be highly relativistic, which is in sharp contrast to the behaviour for a small black hole

charge (“mega-BSW effect”) seen for the equatorial electrogeodesic case in 3.5.5.

4.2 Motion and collisions of test particles along the

axis

Let us again start from a general axially symmetric stationary metric (2.18) in the form

g = −N2 dt2 + gϕϕ (dϕ− ω dt)2 + grr dr
2 + gϑϑ dϑ

2 . (4.1)

The metric components gϕϕ, grr, gϑϑ and functions N,ω are independent of t and ϕ; the

metric is suitable to describe an equilibrium state of a black hole. We consider also an

electromagnetic field with potential in the form

A = At dt+ Aϕ dϕ , (4.2)
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with At, Aϕ independent of t and ϕ. We assume that the outer black-hole horizon (where

N = 0) corresponds to r = r+. For extremal black holes, we denote the position of their

degenerate horizon by r = r0.

4.2.1 Equations of motion and effective potential

Let us consider the motion of charged test particles along the axis of symmetry. The

(semi)axis forms a two-dimensional submanifold. We can use two integrals of motion

therein, which are related to the Killing vector ∂/∂t and to the normalisation of the

momentum. The axial motion is thus fully integrable. The first-order equations of motion

for a particle with rest mass m and charge q read

pt =
E + qAt
N2

, pr = σ

√
1

N2grr

[
(E + qAt)

2 −m2N2
]
. (4.3)

Here E has the interpretation of the energy of the particle and σ = ±1 distinguishes the

outward/inward radial motion.

The motion can be forbidden in some intervals of r due to the presence of the square

root in the expression for pr; we require (pr)2 > 0. Let us assume that the product N2grr

(which is equal to the volume element at the axis) is finite and non-vanishing at the axis,

even for N → 0. For photons, we put m = q = 0, and their kinematics is thus described

by only one parameter E. Their motion is allowed for any E 6= 0. In order to have pt > 0,

we restrict to E > 0.

On the other hand, the kinematics of massive particles is characterised by two param-

eters ε ≡ E/m and q̃ ≡ q/m (specific energy and specific charge). Denoting

W = (ε+ q̃At)
2 −N2 , (4.4)

the condition for the motion to be allowed can be stated as W > 0. Furthermore,

since N2 > 0 outside of the black hole, we can (analogously to (3.15)) prescribe the

decomposition of W ,

W = (ε− V+) (ε− V−) , (4.5)

in terms of V± that read

V± = −q̃At ±N . (4.6)
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In order for W to be non-negative, it must hold either ε > V+ or ε 6 V−. However, only

the first variant is consistent with pt > 0. Thus, we define V ≡ V+ and consider only

ε > V as the condition for the motion to be allowed. ε = V is the condition for a turning

point.

4.2.2 Critical particles and collision energy

Conditions (pr)2 > 0 and pt > 0 noted above have further implications. Particles with

E + qAH
t > 0 (AH

t denotes At at r+) can fall into the black hole. For photons, this is

the sole option as they have E > 0, q = 0. Thus, unlike in the equatorial case (see

e.g. [72, 74]), photons along the axis are not so interesting. Turning to massive, charged

particles, there is also a possibility for ε + q̃AH
t < 0, which corresponds to particles that

cannot get close to the black hole, so it is also uninteresting for a generalised BSW effect.

However, we can consider massive, charged particles with ε + q̃AH
t = 0. These are on

the verge between the previous cases, and hence they are usually called critical particles.1

(To complement, particles that are not critical are called usual in the literature.) Critical

particles appear to have a turning point at the horizon radius, as seen e.g. through the

fact that their specific energy, εcr, is equal to the value of the effective potential at the

horizon (cf. also (3.27))

εcr = −q̃ At|r=r+ = V |r=r+ . (4.7)

Nevertheless, their trajectories actually do not reach a turning point, which we discuss in

the next section. Why are the critical particles interesting for collision processes close to

the horizon?

The formula for centre-of-mass collision energy reads (see e.g. [57] for more details)

E2
CM = m2

1 +m2
2 − 2gαβp

α
(1)p

β
(2) . (4.8)

1Some authors (see e.g. [53]) define the critical particles in a different way, such that they are on
the brink of being able to reach the black hole from infinity. In the present thesis, we follow the local
definiton (cf. [63]), which is more general. Both notions become compatible for extremal, asymptotically
flat black hole spacetimes.
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Plugging in the equations of axial motion (4.3), we get

E2
CM = m2

1 +m2
2 + 2

(E1 + q1At) (E2 + q2At)

N2
−

− σ1σ2
2

N2

√
(E1 + q1At)

2 −m2
1N

2

√
(E2 + q2At)

2 −m2
2N

2 .

(4.9)

In order to consider the N → 0 limit (i.e. the collision point arbitrarily close to the horizon

radius) in the case of a collision involving a critical particle, we examine the expansion of

W around r+ with ε+ q̃AH
t = 0:

W
.
= − ∂ (N2)

∂r

∣∣∣∣
r=r+

(r − r+) +

[
q̃2
(
∂At
∂r

)2

− 1

2

∂2 (N2)

∂r2

]∣∣∣∣∣
r=r+

(r − r+)2 + . . . (4.10)

The first radial derivative of N2 at the horizon is proportional to surface gravity of the

horizon and is non-negative. Let us first consider a generic, subextremal black hole (with

non-zero surface gravity). We see from (4.10) that for some r sufficiently close to r+,

expression W will become negative due to the linear term and, therefore, critical particles

cannot approach r+ for subextremal black holes (note that W appears under the square

root in (4.3); cf. (4.4)). In order to consider collisions with (precisely) critical particles

arbitrarily close to the horizon radius, we thus have to turn to extremal black holes (see

e.g. [62, 63, 113] for more detailed analysis). Then we can use N2 = (r − r0)2 Ñ2, where

Ñ2 can be (at least formally) defined as

Ñ
2 ≡

∞∑
n=2

1

n!

∂n (N2)

∂rn
(r − r0)n−2 . (4.11)

Evaluating (4.9) for a collision of a critical particle 1 and a usual particle 2, we find that

the leading order behavior in the r → r0 limit is

E2
CM ≈

2

r − r0

E2 + q2At

Ñ
2

q1∂At
∂r
∓

√
q21

(
∂At
∂r

)2

−m2
1Ñ

2


∣∣∣∣∣∣
r=r0,ϑ=0

. (4.12)

The ∓ sign corresponds to σ1σ2 = ±1. However, for the usual particle one should consider

only σ2 = −1 (cf. [79] for detailed reasoning). With this restriction, the ∓ sign means just

σ1 = ∓1. The scenario with incoming particle 1 (upper sign, σ1 = −1) was first described

by Bañados, Silk and West for the extremal Kerr case in [53] and was generalised to
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charged particles in [66]. The collision process with an outgoing critical particle (σ1 = +1)

was introduced by Schnittman [74] in a numerical study focused again on uncharged

particles in the extremal Kerr spacetime. (Analytical treatment of the Schnittman process

was considered e.g. in [75, 76].)

4.2.3 Motion towards r0, nearly critical particles and class II

critical particles

We have seen that for critical particles the centre-of-mass collision energy with an usual

particle diverges in the limit r → r0. However, the energy attainable in such a thought

experiment is always finite, although unbounded, because critical particles are not able

to reach r0 in a finite proper time. To demonstrate this, let us expand the equation of

radial motion (4.3) near the radius of the degenerate horizon,

pr

m
≡ dr

dτ
.
= − (r − r0)

√
1

2Ñ
2
g̃rr

∂2W

∂r2

∣∣∣∣∣
r=r0

+ . . . (4.13)

We denoted (cf. (2.19))

g̃rr ≡
N2grr

Ñ
2 . (4.14)

Then the approximate solution valid for late proper times is an exponential “relaxation”

towards r0

r
.
= r0

[
1 + exp

(
− τ

τrelax

)]
+ . . . (4.15)

1

τrelax
=

√
1

2Ñ
2
g̃rr

∂2W

∂r2

∣∣∣∣∣
r=r0

. (4.16)

Note that this result has the same form that follows from (3.34) for charged critical

particles moving in the equatorial plane. The agreement is due to the fact that in both

cases we can write
dr

dτ
= σ

√
W

Ñ
2
g̃rr

. (4.17)

(Here W is given by (3.14) in the equatorial case and by (4.4) in the axial case.)

Since no critical particle can ever reach r0, the collision with another particle can only

happen at some radius rC > r0. Because of this, the difference between usual and critical

85



particles gets blurred. Indeed, a usual particle with energy very close to the critical energy

will effectively behave as a critical particle at some radius rC close to r0 provided that∣∣∣∣1− ε

εcr

∣∣∣∣ ∼ (rCr0 − 1

)
. (4.18)

Such particles are called nearly critical.

Nearly critical particles with ε < εcr cannot fall into the black hole, and they have a

turning point at some radius smaller than rC. Thus, it makes sense to consider also the

outgoing nearly critical particles. Furthermore, if the turning point is much closer to r0

than the desired collision point rC or, more precisely, if

0 <

(
1− ε

εcr

)
�
(
rC
r0
− 1

)
, (4.19)

such outgoing nearly critical particles effectively behave as precisely critical at rC. This

is the motivation behind including outgoing critical particles in the Schnittman process.

Let us recall that the relaxation time τrelax in (4.16) can turn out to be infinite, and

then the leading order of the expansion of W in r − r0 for a critical particle is the third

one instead of the second. The critical particles with this property are called the “class

II” critical particles by Harada and Kimura [69] (“class I” standing for the generic critical

particles with finite τrelax). Since the equation (4.17) takes the same form (in terms of

appropriate W ) for both equatorial and axial motion, the general results for class II critical

particles presented in 3.4.5 are relevant also for the present discussion.

4.3 Kinematic restrictions

4.3.1 General formulae for critical particles

Critical particles can, in principle, approach the horizon radius only for extremal black

holes. Whether their motion towards r0 is really allowed will depend on their values of

charge q̃ as well as on the properties of a particular extremal black hole spacetime.

One way to figure out the conditions for the approach to be allowed is to look at the

expansions of the radial equation of motion. For class I critical particles the relaxation

time τrelax in (4.16) must be a real number, and for class II critical particles the square

root on the right-hand side of (3.59) must also be real.
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The other way is to consider the ε > V condition, similarly as we did in 3.4.1 and

3.4.3. Let us recall that the energy εcr of a critical particle is equal to the value of V at

r0 (4.7). Therefore, if the effective potential V grows for r > r0, we will get εcr < V , and

the motion of the critical particle towards r0 is forbidden. Thus, to see whether a critical

particle can approach r0, we need to check whether the first radial derivative of V at r0

is negative. Furthermore, we should also look at the second derivative of V at r0, since it

will determine the trend of V , if the first one is zero (cf. 3.4.6).

However, both approaches are equivalent. For critical particles with pt > 0, it can be

shown (see Appendix C.1.2) that

sgn
∂2W

∂r2

∣∣∣∣
r=r0

= − sgn
∂V

∂r

∣∣∣∣
r=r0

. (4.20)

An analogous statement (cf. (C.10)) can be made for class II critical particles, and for

our present setup, it actually holds that

∂3W

∂r3

∣∣∣∣
r=r0,ϑ=0

= −6

(
Ñ
∂2V

∂r2

)∣∣∣∣
r=r0,ϑ=0

. (4.21)

Let us proceed with the analysis based on V . For an extremal black hole, it is possible

to write down an arbitrary (n-th) order derivative of V with respect to r as follows:

∂nV

∂rn
= −q̃ ∂

nAt
∂rn

+ n
∂n−1Ñ

∂rn−1
+ (r − r0)

∂nÑ

∂rn
. (4.22)

At r0, this simplifies to

∂nV

∂rn

∣∣∣∣
r=r0

=

(
−q̃ ∂

nAt
∂rn

+ n
∂n−1Ñ

∂rn−1

)∣∣∣∣∣
r=r0,ϑ=0

. (4.23)

It is possible to solve for the value of q̃, for which this expression becomes zero, and

evaluate also the corresponding energy of the critical particle using (4.7). In particular,

for n = 1, we get

q̃II =
Ñ
∂At
∂r

∣∣∣∣∣
r=r0,ϑ=0

, (4.24)

and

εII = − ÑAt
∂At
∂r

∣∣∣∣∣
r=r0,ϑ=0

. (4.25)
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If we denote

α ≡ −
∂At
∂r

ÑAt

∣∣∣∣∣
r=r0,ϑ=0

, (4.26)

and assume α > 0 (this corresponds to a plausible choice of gauge constant for At), we

can state that class I critical particles are allowed to approach r0, whenever αε > 1. For

class II critical particles, it holds αε = 1. Plugging (4.24) into (4.23) with n = 2, we

obtain
∂2V

∂r2

∣∣∣∣
r=r0

=

(
−Ñ

∂2At
∂r2

∂At
∂r

+ 2
∂Ñ

∂r

)∣∣∣∣∣
r=r0,ϑ=0

. (4.27)

Class II critical particles are allowed to approach r0 if this expression is, for a given

spacetime, negative.

Let us note that for a particle of any kind moving at a radius rC close to r0, the

expansion of V to linear order can be expressed as

V = εcr + ÑH (1− αεcr) (rC − r0) + . . . (4.28)

Here εcr(q̃) is given by (4.7); if αεcr(q̃) > 1, the linear coefficient is negative. However, for

particles that behave as nearly critical around rC, their actual energy ε is by definition

(4.18) close to the critical one. Therefore, we can use αε > 1 also as a condition for the

existence of escape trajectories of nearly critical particles (unless αε is very close to 1),

which is discussed in 4.4.2.

4.3.2 Results for the Kerr-Newman solution

Let us again consider the Kerr-Newman solution (1.1) with mass M , angular momentum

aM (convention a > 0), and charge Q, with the metric in the form (4.1), i.e.

g = −∆Σ
A

dt2 +
A

Σ
sin2 ϑ

[
dϕ− a

A

(
2Mr −Q2

)
dt
]2

+
Σ

∆
dr2 +Σ dϑ2 , (4.29)
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where

∆ = r2 − 2Mr + a2 +Q2 ,

Σ = r2 + a2 cos2 ϑ , (4.30)

A =
(
r2 + a2

)2 −∆a2 sin2 ϑ .

In the extremal caseM2 = Q2+a2, so∆ has a double root at r0 ≡M . The electromagnetic

potential is

A = −Qr
Σ

(
dt− a sin2 ϑdϕ

)
. (4.31)

The effective potential for axial electrogeodesic motion (as given in (4.7) in [116]) reads

V =
q̃Qr

r2 + a2
+

√
∆

r2 + a2
. (4.32)

Let us note that for a = 0, Q2 = M2 and q̃ = sgnQ we get V ≡ 1.

Particles moving along the axis of an extremal Kerr-Newman black hole are critical if

their specific energy and charge are related by

εcr =
q̃Q
√
Q2 + a2

Q2 + 2a2
. (4.33)

In general, the first radial derivative of V at the degenerate horizon is

∂V

∂r

∣∣∣∣
r=M

= −q̃ Q3

(Q2 + 2a2)2
+

1√
Q2 + 2a2

. (4.34)

It becomes zero for particles with the specific charge given by

q̃II =
(Q2 + 2a2)

3
2

Q3
, (4.35)

and if these particles are critical, their specific energy is

εII ≡
1

α
=

√
(Q2 + a2) (Q2 + 2a2)

Q2
. (4.36)

Class I critical particles are allowed to approach r = M , whenever αε > 1. For class II

critical particles αε = 1. Let us note that α 6 1 for any Q and a. Therefore the condition
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αε > 1 implies ε > 1 (i.e. E > m). No bound critical particles can approach r = M

along the axis of the extremal Kerr-Newman spacetime.2 Furthermore, we can see that

α ∼ Q2. Thus, for Q very small, only highly relativistic critical particles (ε � 1) can

approach r = M along the axis.3

The second derivative of V at r = M is

∂2V

∂r2

∣∣∣∣
r=M

= 2q̃Q
√
Q2 + a2

Q2 − 2a2

(Q2 + 2a2)3
− 2

√
Q2 + a2

(Q2 + 2a2)
3
2

. (4.37)

Inserting (4.35), or evaluating (4.27), we get

∂2V

∂r2

∣∣∣∣
r=M

= − 4a2
√
Q2 + a2

Q2 (Q2 + 2a2)
3
2

. (4.38)

This quantity is negative for a 6= 0, and it blows up for Q → 0. Thus, class II critical

particles are allowed to approach r = M along the axis, except for the cases of the extremal

Kerr solution (where there are no critical particles moving along the axis whatsoever) and

of the extremal Reissner-Nordström solution (where V becomes constant for αε = 1).

4.4 Energy extraction

4.4.1 Application of conservation laws

Let us now explore, in a simple setup, the possibility of energy extraction from black holes

either by a BSW-type process occurring between particles moving along the axis, or by

its Schnittman variant. We shall consider a scenario in which a (nearly) critical particle

1 collides with an incoming usual particle 2 close to the horizon radius r0, they interact,

and two new particles, 3 and 4, are produced. We impose the conservation of charge,

q1 + q2 = q3 + q4 , (4.39)

2This differs from the equatorial case; see 3.5.4, in particular (3.101).
3Similarly, looking at the boundary value for charge q̃II (4.35), we see that only critical particles with

|q̃| > 1 can approach r =M . And due to Q−3 dependence in (4.35), for |Q| �M , only critical particles
with |q̃| � ε� 1 can approach r =M .
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and the conservation of (both components of) momentum at the point of collision. The

time component gives us the conservation of energy

E1 + E2 = E3 + E4 . (4.40)

In order to make the best use of the conservation of radial momentum, we shall note

that for usual particles near the horizon, the following combination of the momentum

components cancels up to the first order in r − r0:

N2pt − σN√grrpr ∼ (r − r0)2 , (4.41)

whereas with the opposite sign

N2pt + σN
√
grrp

r .= 2
(
E + qAH

t

)
+ . . . (4.42)

contributes to the zeroth order. In contrast, for the critical particles, or particles that

behave as nearly critical around a desired collision radius rC, both expressions are of the

first order in rC − r0,

N2pt ±N√grrpr ∼ (rC − r0) . (4.43)

To account consistently (at each order) for the effect of a particle labeled i, which is not

precisely critical, yet nearly critical, we define a formal expansion:

Ecr − Ei = C(i,1) (rC − r0) + C(i,2) (rC − r0)2 + . . . (4.44)

Now, let us sum the conservation laws for the time and radial components of the

momenta as follows:

N2
(
pt(1) + pt(2)

)
+N
√
grr
(
pr(1) + pr(2)

)
= N2

(
pt(3) + pt(4)

)
+N
√
grr
(
pr(3) + pr(4)

)
. (4.45)

Considering expansion of this formula in rC − r0 and using (4.41),(4.42) and (4.43), we

reach a conclusion (analogously to [72, 80]) that collision between a (nearly) critical

particle 1 and an incoming (σ2 = −1) usual particle 2 at a radius rC close to r0 must

necessarily lead to the production of an incoming4 usual particle, to be denoted 4, and a

4See also [79] for a more detailed discussion on why it is impossible to produce outgoing usual particles
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nearly critical particle, which we will label as 3.

Then, the leading (first) order of (4.45), divided by ÑH, implies

αE1 + σ1

√
α2E2

1 −m2
1 = αE3 − C̃3 + σ3

√(
αE3 − C̃3

)2
−m2

3 . (4.46)

Here again σ1 = −1 corresponds to the BSW-type process, whereas σ1 = +1 to the

Schnittman variant (and σ3 = ±1 to outgoing/incoming particle 3). Above we introduced

C̃3 ≡
C(3,1)

ÑH

, (4.47)

and, for simplification, we chose the particle 1 precisely critical (E1 = Ecr, and hence

C̃1 = 0), which means that we are using the approximation (4.19) for the Schnittman

process.

All the information about the spacetime coming into (4.46) is carried by the parameter

α (defined in (4.26)). Furthermore, if we denote the whole left-hand side of (4.46) as a

new parameter5

A1 ≡ αE1 + σ1

√
α2E2

1 −m2
1 , (4.48)

this parameter will express all the dependence on the properties of particle 1. Since we

assumed pt > 0 and particle 1 cannot be massless, we can make sure that A1 > 0.

Because we absorbed the difference between the BSW-type process and the Schnittman

variant into the definition of the parameter A1, the discussion of kinematic regimes in the

next section is the same for both. However, if we consider a particular model process, a

significant distinction may appear, as we discuss in 4.4.3.

4.4.2 Kinematic regimes

Equation (4.46) enables us to determine whether and under which circumstances particle

3 can escape and extract energy from a black hole. Particle 4 necessarily falls into the

black hole, which is the essence of a Penrose process. Let us note that particle 3 can

actually be produced in four different kinematic regimes, depending on the combination

near the horizon.
5In order to keep the same letter for this quantity (introduced in [72] for the vacuum case, and followed

e.g. by [73, 80]), we use a different font to distinguish it from the components of the electromagnetic
potential.
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of the sign of C̃3 and the sign variable σ3. Following the classification in [80], we will refer

to the regimes with C3 > 0 as “+”, C3 < 0 as “−”, σ3 = +1 as “OUT” and σ3 = −1 as

“IN”.

We analyse the different kinematic regimes from several points of view. First, we

should understand which combinations are compatible with particle 3 escaping from the

vicinity of the black hole (see Figure 4.1 for illustration). For simplicity, let us assume a

situation when effective potential V for particle 3 is well approximated by a linear function

around rC (i.e. that αε3 is not very close to 1).

By definition, C̃3 > 0 implies ε3 < εcr, and hence ε3 < V (forbidden motion) at the

horizon. Therefore, a particle produced with C̃3 > 0 cannot fall into the black hole,

and even if it is initially incoming, it must reach a turning point and turn to outgoing.

Moreover, since it must hold that ε3 > V at the radius rC where the particle is produced,

for such a particle the effective potential V must be decreasing at r0 (i.e. αε3 > 1). Thus,

we see that in kinematic regimes OUT+ and IN+ the local escape condition is satisfied

automatically.

On the other hand, particle 3 with C̃3 < 0 will have ε3 > V both at the horizon and

at the point where it is produced (and also in between these points due to the assumption

of V being well approximated by a linear function). Thus, if a particle 3 with C̃3 < 0

is not produced as outgoing, it will fall into the black hole. Furthermore, if the effective

potential V is growing at r0, i.e. αε3 < 1, particle 3 will have a turning point at some

radius greater than rC and it will not be able to escape even if it is produced as outgoing.

Therefore, in the IN− regime the escape is impossible and for OUT− it depends on the

trend of the effective potential V . (These findings are summarised in Table 4.1.)

Second, we should determine to what ranges of parameters of particle 3 do the different

kinematic regimes correspond. Then we can infer, whether the impossibility of escape in

the IN− regime leads to some bounds on parameters of the escaping particles, and more

specifically, whether it does limit the efficiency of the collisional Penrose process, which

is defined as

η =
E3

E1 + E2

. (4.49)
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Table 4.1: The four kinematic regimes for production of particle 3.
σ3 = +1 σ3 = −1

C̃3 > 0

OUT+ IN+

m3 < A1, E3 > µ m3 > A1, E3 > µ

Guaranteed to escape Guaranteed to escape

C̃3 6 0

OUT− IN−
m3 < A1, E3 6 µ m3 > A1, E3 6 µ

Escapes if αE3 > m3 Falls inside the black hole

Solving (4.46) to express C̃3 and σ3, we get

C̃3 = αE3 −
1

2

(
A1 +

m2
3

A1

)
, (4.50)

σ3 = sgn

(
A1 −

m2
3

A1

)
≡ sgn(A1 −m3) . (4.51)

From the second equation we see that the value of parameter A1 forms a threshold for

m3. If the interaction produces particle 3 with a mass above the threshold, the particle

must be incoming, if its mass is below the threshold, it must be outgoing.

Turning to parameter C̃3 note that the solution (4.50) satisfies the inequality

C̃3 6 αE3 −m3 . (4.52)

Therefore, if C̃3 > 0, we must have αε3 > 1, as we anticipated because particles with

ε < εcr can be produced only if effective potential V is decreasing at r0. (In general,

one can see from (4.28), (4.44) and (4.47) that (4.52) is actually the linear order of the

expansion in rC − r0 of the condition ε > V .)

Let us denote the value of E3 for which C̃3 = 0 as µ:

µ =
1

2α

(
A1 +

m2
3

A1

)
. (4.53)

This quantity again represents a threshold. If particle 3 is produced with E3 > µ, it must

have such a value of charge that Ecr(q3) > E3; if E3 < µ, it must hold that Ecr(q3) < E3.

(Here Ecr(q3) ≡ m3εcr(q3); cf. (4.7).)

A summary of the results about the four kinematic regimes is given in Table 4.1. Let

us note that these results resemble those for the special case of the Reissner-Nordström

95



solution studied in [80]. In particular, there is still no unconditional upper bound on

the energy or mass of particle 3, in contrast with the geodesic (equatorial) case [72, 73].

(Such a possibility is often called the super-Penrose process.) However, the impossibility of

escape in the IN− regime means that whenever particle 3 is produced with the mass above

the threshold A1, its energy also must be above the threshold µ (which therefore acts as a

lower bound on E3 in this case). Conversely, whenever particle 3 is produced with E3 6 µ,

it must also have m3 < A1, otherwise it falls into the black hole. These requirements may

not be compatible with the properties of a particular type of interaction that is responsible

for producing particle 3. This is the third aspect of the kinematic regimes that needs to

be examined. In 4.4.3 we consider a toy model, where this limitation gets highlighted

(the “neutral mass” problem).

Before carrying out this discussion, let us further note one interesting property of the

OUT− regime. Condition m3 < A1 (OUT) implies

αµ < A1 (4.54)

due to (4.53). From definition (4.48), we can derive an upper bound on A1. For the

BSW-type process (σ1 = −1), we get A1 < αE1, whereas for the Schnittman variant

(σ1 = 1), it is A1 < 2αE1. Combining with (4.54), we get µ < E1 for the BSW-type

effect and µ < 2E1 for the Schnittman one. Using also the “−” condition E3 6 µ, we get

E3 < E1 and E3 < 2E1, respectively. Therefore, we see that E3 can never exceed E1 in

the OUT− regime for the BSW-type process (preventing net energy extraction), whereas

for the Schnittman variant E3 > E1 is possible in this regime.

4.4.3 Discussion of caveats

4.4.3.1 Energy feeding problem

High efficiency η of the collisional Penrose process means by definition (4.49) that we can

gain much more energy than we invest. However, despite a high value of η the process

may be “inefficient” if the invested energy itself needs to be high in order for the process

to occur. We call this the “energy feeding” problem. There are two different sources of

this problem for particles moving along the axis. One of them was already mentioned in

the discussion below equation (4.36): for the extremal Kerr-Newman spacetime with a
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small value of charge (|Q| � M), only highly relativistic critical particles can approach

r = M along the axis. This does not depend on the nature of the particles.

In contrast, the second source of the energy feeding problem comes into play only

if we consider specifically processes involving microscopic particles that exhibit charge

quantisation. For all those particles (known in nature) their specific charge |q̃| � 1.

However, the specific energy of (nearly) critical particles is proportional to their specific

charge (approximately) through relation (4.7), or, in particular, by relation (4.33) for Kerr-

Newman black holes. Therefore, such microscopic particles need to be highly relativistic

(ε � 1, i.e. E � m) in order to be (nearly) critical. Since the elementary charge is just

one order of magnitude short of the Planck mass, they would actually have to be extremely

relativistic. This issue was previously noted in [81], and it led the authors to introduce

macroscopic objects acting as critical particles, which would make ε ∼ 1 possible (note

ε > 1 due to (4.36)).

4.4.3.2 Neutral mass problem

Although energy extraction by processes involving critical microscopic particles is already

unfeasible due to the severe energy feeding problem, there are even further restrictions

due to particle physics. Since the energy of a (nearly) critical particle is proportional to

its charge, we need |q3| > |q1| in order to have E3 > E1. For microscopic particles, this

means that we need to turn to interactions involving atomic nuclei. (Let us note that

such processes would actually not benefit from high ECM due to a relatively low binding

energy of nuclei, but here we focus on kinematic aspects.) One of the further problems

was noted previously in [80]; stable nuclei have values of charge in a range that spans

just two orders of magnitude. Thus, E3 cannot exceed E1 by more than a factor of 102.

However, the problems become much deeper, if we focus specifically on the BSW-type

mechanism. The mass of stable nuclei generally increases faster than their charge due to

an increasing share of neutrons (hence “neutral mass”). Thus, for our model process with

q3 > q1 > 0 and m3 > m1, it will also be more common than the opposite to have6

q3
q1
<
m3

m1

<
m2

3

m2
1

. (4.55)

6Inequality (4.55) could be the “rule of thumb” even for macroscopic particles, as it is harder to hold
together larger amounts of charge.
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Now we should check whether this inequality is consistent with particle 3 escaping. The

problem again stems from the fact that critical microscopic particles are to be immensely

relativistic. (At this point we exclude the possibility Q � M , i. e. α � 1, which is

revisited in 4.4.3.3.)

Namely, for E1 � m1 and σ1 = −1 parameter A1 (4.48) will be very small; it can be

approximated as

A1
.
=

m2
1

2αE1

+ . . . (4.56)

Given this, parameter µ (4.53) gets large, and it is approximated as

µ ≈ E1
m2

3

m2
1

+ . . . (4.57)

Since certainly A1 < m1 and we assumed m1 < m3, it will hold that m3 > A1. Thus, our

nuclear reaction will occur in the IN regime. Condition E3 > µ, which is required for the

escape of particle 3 in this regime (cf. Table 4.1), due to (4.57) means

E3

E1

>
m2

3

m2
1

. (4.58)

As both energies are (approximately) proportional to the respective charges by the same

factor, this translates to the relation

q3
q1
>
m2

3

m2
1

. (4.59)

However, this is the inequality opposite to (4.55). Therefore, we conclude that in our

“common nuclear process”, particle 3 will be produced in the IN− regime (E3 < µ) and it

will fall into the black hole. Condition (4.59) can be satisfied, e.g. with specific reactions

with q3 > q1 > 0, m3 < m1, which are in principle also possible. Nevertheless, we see that

there is a strong limitation on the BSW-type processes with microscopic particles.

However, if we turn to the Schnittman-type kinematics, the neutral mass problem is

circumvented. In particular, for E1 � m1 and σ1 = +1, parameter A1 is large, namely

A1 ≈ 2αE1 + . . . (4.60)

Hence we infer m3 < A1 and particle 3 to be produced in the OUT regime. Parameter µ
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will be large again, but this time dominated by the other term than before, i.e.

µ ≈ E1 + . . . (4.61)

Since we assumed q3 > q1 > 0, and hence E3 > E1, particle 3 will be produced in the

OUT+ regime and will indeed escape.

4.4.3.3 Specific charge cutoff

The problems arising from the fact that critical microscopic particles have to be immensely

relativistic can be reduced for the extremal Kerr-Newman solution if we consider Q very

small (|Q| � M). However, we cannot decrease the required energy arbitrarily, because

we run into the other source of the energy feeding problem, which is the proportionality

α ∼ Q2. Specific charges for all nuclei are roughly the same (of the same order), say q̃nucl.

Because of the critical condition (4.33), all critical nuclei will also have values of specific

energy of the same order. Thus, there will be a distinct transition.

Let us first consider a general value of q̃. Using (4.35) we can define a value Q̃min of

the specific charge of the black hole Q̃ ≡ Q/M, such that for Q̃ sgn q̃ < Q̃min all the critical

particles with the given value of q̃ would be forbidden to approach r = M . Using (4.33)

or (4.36) we can also evaluate a corresponding specific energy εmin. We obtain

Q̃min =

√
2

1 + |q̃|
2
3

, εmin =
|q̃|

1
3

√
2

√
1 + |q̃|

2
3 . (4.62)

However, for critical nuclei with q̃nucl � 1, we can use approximate expressions

Q̃min
.
=

√
2

3
√
q̃nucl

, εmin ≈
(q̃nucl)

2
3

√
2

. (4.63)

Since q̃nucl is around 5 ·1017, we get Q̃min of order 10−6 and εmin around 5 ·1011. Therefore,

for extremal Kerr-Newman black holes with Q̃ = Q̃min, the energy feeding problem for

microscopic particles is reduced by six orders of magnitude as compared with the extremal

Reissner-Nordström case (where εcr = q̃nucl). Nevertheless, εmin � 1 in any case. Thus, we

can never have non-relativistic critical microscopic particles approaching r = M along the

axis of an extremal Kerr-Newman black hole. This is very different from the “mega-BSW”

effect described in Section 3.5.5 for equatorial charged critical particles.
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Chapter 5

Particle collisions in the equatorial

plane: energy extraction

5.1 Outline and summary

In Chapter 3, we generalised the BSW effect for charged particles moving in the equatiorial

plane of an extremal rotating electrovacuum black hole. Now we shall examine the pos-

sibilities of energy extraction through this kind of process, including also the Schnittman

variant.

In the following, we use the leading-order approximation of momentum conservation

law (unlike in Chapter 3, where we studied derivatives of the effective potential of both

first and second order). This allows us to use a simplified, robust formalism, which is

introduced in Section 5.2. In Section 5.3, we revisit the kinematic restrictions on motion

of critical particles studied in Chapter 3, and we calculate precise bounds on the values of

angular momentum and charge in the admissible region in the parameter space of critical

particles.

We proceed to the energy extraction in Section 5.4. We review the different kinematic

regimes, in which nearly critical particle 3 can be produced. Section 5.4.2 contains the

main results. We identify the regions in parameter space of nearly critical particles cor-

responding to the different kinematic regimes and we determine bounds on parameters of

particle 3 in those regimes, which allow it to escape. It turns out that there is no upper

bound on the energy of escaping particle 3 in general. In addition, we show that several

new possibilities open due to the larger dimensionality of the parameter space. In 5.4.3,
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we discuss how to recover the special limiting cases, in particular how the bounds on

extracted energy appear for geodesic (uncharged) particles and for vacuum spacetimes.

We illustrate these results on the example of extremal Kerr-Newman black holes in

Section 5.5, and in Section 5.6 we discuss limitations of the results. Although the energy

feeding problem for microscopic partciles is also an issue, similarly to the axial case [120],

we show that in equatorial case there are multiple ways to mitigate it, most of which do

still allow significant energy extraction (cf. Table 5.2).

5.2 Motion and collisions of charged test particles

We shall consider a general stationary, axially symmetric spacetime with metric

g = −N2 dt2 + gϕϕ (dϕ− ω dt)2 + grr dr
2 + gϑϑ dϑ

2 (5.1)

as a model of an isolated black hole (cf. (2.18)). Here N2 is the lapse function and ω is

the dragging potential.

Let us further assume that our spacetime contains a Maxwell field that obeys the same

symmetry as the metric (5.1), which is manifested by the following choice of gauge for its

potential:

A = At dt+ Aϕ dϕ = −φdt+ Aϕ (dϕ− ω dt) . (5.2)

The component φ is called the generalised electrostatic potential.

5.2.1 General equations of equatorial motion

Let us now consider motion of electrogeodesic test particles (i.e. particles influenced solely

by Lorentz force) with rest mass m and charge q ≡ q̃m in the spacetime (5.1). Because of

the two symmetries that we assumed, there exist two quantities that are conserved during

the electrogeodesic motion, as we explained in Section 3.2. They can be interpreted as

energy E and axial angular momentum Lz:

E = −pt − qAt , Lz = pϕ + qAϕ . (5.3)
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We also assume that the metric (5.1) and the electromagnetic field are symmetric with

respect to reflections ϑ→ π− ϑ. Then we can consider motion confined to the invariant

hypersurface ϑ = π/2, called equatorial “plane”. (For equatorial particles, Lz is the the

total angular momentum, hence we can drop the subscript; L ≡ Lz.)

If we define two auxiliary functions X and Z,

X = E − ωL− qφ , Z =

√√√√X 2 −N2

[
m2 +

(L− qAϕ)2

gϕϕ

]
, (5.4)

we can write the contravariant components of the particle’s momentum in a compact form

pt =
X
N2

, pϕ =
ωX
N2

+
L− qAϕ
gϕϕ

, pr =
σZ

N
√
grr

. (5.5)

The parameter σ = ±1 determines the direction of the radial motion. In order for the

motion to be allowed, the quantity Z has to be real.

Outside of the black hole, where N2 > 0, the condition Z2 > 0 can be equivalently1

stated as

|X | > N

√
m2 +

(L− qAϕ)2

gϕϕ
. (5.6)

It can be seen that there are two disjoint realms of allowed motion, one with X > 0 and

the other with X < 0. (They “touch” for N → 0, where X → 0 becomes possible.)

However, to preserve causality, we need to enforce pt > 0, and thus we restrict to the

X > 0 variant. Then the requirement for the motion to be allowed becomes

X > N

√
m2 +

(L− qAϕ)2

gϕϕ
. (5.7)

The equality

X = N

√
m2 +

(L− qAϕ)2

gϕϕ
(5.8)

is the condition for a turning point.

The number of relevant parameters can be reduced depending on whether the particle

in question is massive or massless. Kinematics of massive particles is determined by three

parameters: specific energy ε ≡ E/m, specific angular momentum l ≡ L/m and specific

1We assumed gϕϕ > 0, and also that the product N
√
grr > 0 is finite and non-vanishing even for

N → 0.
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charge q̃ ≡ q/m. On the other hand, for photons we put m = 0 and q = 0, and thus their

kinematics is characterised by just one parameter b ≡ L/E, called the impact parameter.

Based on this distinction, additional features of the motion like the existence of (circu-

lar) orbits can be deduced. Effective potentials are frequently employed, both for massive

particles (cf. Section 3.2 and references therein) and for photons (see e.g. [117–119] for

various uses).

5.2.2 Near-horizon expansions and (nearly) critical particles

We wish to study collisions of particles near the black hole horizon, where N → 0. Let

us denote the values of various quantities on the (outer) black hole horizon by subscript

or superscript H; e.g. ωH is the value of ω on the black hole horizon. (As we consider

solely equatorial motion, all quantities in the following are understood to be evaluated at

ϑ = π/2, which will not be marked explicitly for brevity. For example, by AH
ϕ we mean the

value of Aϕ on the horizon at ϑ = π/2.)

Focusing on the vicinity of the horizon allows us to use expansions and approximations.

We are interested in extremal black holes, which we emphasise by labeling the radius

of their degenerate horizon as r0. Let us invoke symbols ω̃, φ̃ for first-order expansion

coefficients of the dragging potential and of the generalised electrostatic potential (cf.

(2.33))

ω̃ =
∂ω

∂r

∣∣∣∣
r=r0

, φ̃ =
∂φ

∂r

∣∣∣∣
r=r0

. (5.9)

For extremal black holes, we can also decompose the lapse function as N2 = (r − r0)2 Ñ
2
,

which leads, in particular, to

Ñ
2

H =
1

2

∂2N2

∂r2

∣∣∣∣
r=r0

. (5.10)

Finally, let us introduce a new set of “constants of motion” XH, x, λ useful to describe the

kinematics of particles close to r0. They are defined (in terms of E,L, q) as follows:2

XH = E − ωHL− qφH , x = −ω̃L− qφ̃ , λ ≡ pHϕ = L− qAH
ϕ . (5.11)

2In the present text, parameter λ is defined in a slightly different way than in [113]. The formulae
given here can be recast into the convention used in [113] by putting λ→ −mλAH

ϕ . Let us also note that

in Chapter 3, we used λ̃, which is related to λ in the present chapter by λ = mλ̃.
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Two of the new parameters are expansion coefficients of the forwardness function X

X .
= XH + x (r − r0) + . . . (5.12)

Parameters E,L, q can be expressed in terms of the new ones through inverse relations

E = XH +

(
ωHφ̃− ω̃φH

)
λ+ xAH

t

φ̃+ ω̃AH
ϕ

, L =
φ̃λ− xAH

ϕ

φ̃+ ω̃AH
ϕ

, q = − ω̃λ+ x

φ̃+ ω̃AH
ϕ

(5.13)

All of them contain the same expression in the denominator, hence, it is clear that a

problem occurs when it vanishes, i.e.

φ̃+ ω̃AH
ϕ = 0 . (5.14)

Indeed, in such a case x and λ become proportional to each other (x = −ω̃λ), and thus

the variables XH, x, λ no longer span the whole parameter space. When this degeneracy

happens, we can use XH, λ, q as our alternative set of parameters. Then the inverse

relations to express E,L become

E = XH + ωHλ− qAH
t L = λ+ qAH

ϕ . (5.15)

Let us also note that the condition (5.14) is equivalent to equation (3.43), as we have

shown in 3.4.3.

The behaviour of particles close to the horizon radius r0 depends significantly on the

value of XH. For particles with XH < 0, the condition (5.7) is necessarily violated near

the horizon, and thus they can not get arbitrarily close to r0.

5.2.2.1 Usual (subcritical) particles

On the other hand, particles with XH > 0 are bound to fall into the black hole if they

move inwards and get near the horizon. In our discussion, we will refer to those particles

as usual. Let us emphasise that we will not consider outgoing usual particles in the

vicinity of r0, since it has been shown that such particles can not be produced in (generic)

near-horizon collisions (cf. [79]).3

3Considering an astrophysical setup, we exclude the “white hole” region, from which outgoing usual
particles could naturally emerge.
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For usual particles moving close to r0, the function Z can be expanded in terms of N2

(and, consequently, of X ) as follows:

Z .
= X − N2

2X

[
m2 +

(L− qAϕ)2

gϕϕ

]
+ . . . (5.16)

5.2.2.2 Critical particles

We can also consider particles with XH = 0, which are called critical. They are fine-tuned

to be on the verge between not being able to reach the horizon and falling into the black

hole.4 By definition (5.11), condition XH = 0 can be understood also as a constraint for

parameters E,L, q:

E − ωHL− qφH = 0 . (5.17)

The expansion of Z around r0 looks rather different for critical particles

Z .
=

√
x2 − Ñ2

H

(
m2 +

λ2

gHϕϕ

)
(r − r0) + . . . (5.18)

Let us emphasise that with XH = 0 the causality condition pt > 0 necessarily implies

x > 0.

It can be shown that critical particles cannot approach the horizon unless the black

hole is extremal (see e.g. [63, 113] for discussion). Harada and Kimura [69] distinguished

several subtypes of critical particles, out of which we consider chiefly so-called class I

critical particles. The approximate trajectory of incoming class I critical particles near r0

has the form r = r0 [1 + exp(−τ/τrelax)], where τ is the proper time and τrelax is a positive

constant (cf. 3.4.2, in particular (3.34), and also 4.2.3 and (4.16)). Since critical particles

of any type can never reach r0, any collisional process involving them will thus happen

at some radius rC > r0. Therefore, it makes sense to consider particles that behave

approximately as critical at a given radius.

4Let us again note that in the present thesis we use the local notion of critical particles. For asymp-
totically flat spacetimes, it is also possible to define the critical particles globally, such that they are on
the edge of being able to approach the horizon from infinity (cf. [53]).
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5.2.2.3 Nearly critical particles

A particle will behave approximately as critical at a radius rC, if the zeroth order in the

expansion of X is of comparable magnitude as the first one. To quantify this, let us define

a formal expansion (note the conventional minus sign)

XH
.
= −C(1) (rC − r0)− C(2) (rC − r0)2 + . . . (5.19)

The higher-order coefficients are needed for consistency of expansion of momentum con-

servation law. However, here we are interested only in the first order, and so we put

C ≡ C(1).

For nearly critical particles, the expansion (5.12) evaluated at rC can be recast as

follows:

X .
= (x− C) (rC − r0) + . . . (5.20)

Analogously, the expansion of Z reads for them

Z .
=

√
(x− C)2 − Ñ2

H

(
m2 +

λ2

gHϕϕ

)
(rC − r0) + . . . (5.21)

Nearly critical particles with C > 0 cannot fall into the black hole and they must

have a turning point at some radius smaller than rC. Therefore, it makes sense to study

collisional processes near the horizon involving also outgoing nearly critical particles.

Furthermore, for particles with

x� C > 0 , (5.22)

we can neglect C and treat them as precisely critical around rC. Thus, we can consider

outgoing critical particles, too.

5.2.2.4 Class II (nearly) critical particles

There exist values of parameters of (nearly) critical particles, for which the leading order

coefficient in the expansion (5.18) (or (5.21)) vanishes. The new leading order then

becomes

Z ∼ (rC − r0)
3
2 (5.23)

or higher. Such (nearly) critical particles are called class II.
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Kinematics of class II critical particles (cf. 3.4.5 and 3.4.6) represents an interesting

theoretical issue, which, however, involves technical complications (see Appendix C.2).

Moreover, since class II critical particles require fine-tuning of not just one, but two

parameters, they are much less important for practical considerations. Thus, to simplify

the matter, we will mostly omit details regarding class II critical particles in the following.

5.2.3 BSW effect and its Schnittman variant

We have seen that in the near-horizon region of an extremal black hole, two distinct types

of motion do coexist. Whereas usual particles with XH > 0 cross r0 and fall into the black

hole, critical particles with XH = 0 can only approach r0 asymptotically. This leads to

divergent relative velocity between the two types of motion.

Hence, for near-horizon collisions between critical and usual particles, the collision

energy scalar (cf. Section 3.3 for a derivation)

E2
CM = m2

1 +m2
2 − 2gµνp

µ
(1)p

ν
(2) , (5.24)

will be dominated by the scalar-product term. In particular, if we label the critical particle

as 1 and the usual one as 2, the leading order contribution is

E2
CM ≈

XH
2

rC − r0

{
2

Ñ
2

H

[
x1 + σ1

√
x21 − Ñ

2

H

(
m2

1 +
λ21
gHϕϕ

)]}
. (5.25)

A process with incoming critical particle (σ1 = −1) is called BSW-type after Bañados, Silk

and West [53], whereas the one with reflected (nearly) critical particle (σ1 = +1) is called

Schnittman-type [74]. (Note that the usual particle is always incoming, i.e. σ2 = −1. We

used the approximation (5.22) for the Schnittman process.)

5.3 Approach phase

Critical particles are the key ingredient of certain high-energy collisional processes in

extremal black hole spacetimes. Nevertheless, parameters of critical particles that can act

in such processes are restricted, since the requirement (5.7) must be fulfilled all the way

from the point of inception to the point of collision.
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5.3.1 Admissible region in the parameter space

Let us disregard the concern about where the critical particle originated and focus instead

on the point of collision at radius rC. Since we want rC very close to r0, the minimum

requirement is that there must be some neighborhood of r0, where condition (5.7) is

satisfied. Using linear approximation in r − r0, we get

x > ÑH

√
m2 +

λ2

gHϕϕ
. (5.26)

Conversely, for parameters satisfying the inequality opposite to (5.26), condition (5.7) will

be violated in some neighborhood of r0. The equality

x = ÑH

√
m2 +

λ2

gHϕϕ
, (5.27)

corresponds to the breakdown of the linear approximation of (5.7). Comparing with

(5.18), we see that (5.27) also implies the critical particles to be class II. Higher-order

expansion terms are needed to decide, whether motion of class II critical particles is

allowed close to r0 (cf. 3.4.5 and 3.4.6).

Now, let us consider physical interpretation of the “admissible region” of parameters,

which is defined by (5.26). In particular, we would like to distinguish different variants

of the collisional processes corresponding to the previously known limiting cases. For

extremal vacuum black holes, only critical particles corotating with the black hole can

participate in the high-energy collisions, whereas for the non-rotating extremal black

holes, the critical particles need to have the same sign of charge as the black hole. In

order to identify counterparts of these limiting variants, which we will call “centrifugal

mechanism” and “electrostatic mechanism”, we need to assess how to define the direction

in which a (charged) particle orbits.

The momentum component pϕ determines the direction of motion in ϕ with respect to

a locally non-rotating observer (cf. [45]). For uncharged particles, pϕ ≡ L is constant, and

thus the distinction is universal and unambiguous.5 Nevertheless, for charged particles pϕ

5Note that pϕ is not proportional to pϕ in general, and thus the direction of orbiting with respect to
a locally non-rotating observer is not straightforwardly related to properties of particle’s trajectory. A
prominent example is the ergoregion, where it holds sgn pϕ = sgnω. Hence trajectories with constant ϕ
are not possible in the ergoregion, although sign of pϕ is unrestricted therein.
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depends on r through the qAϕ term. Therefore, we essentially need to compare values of

pϕ at some reference radius. A straightforward choice would be to use λ ≡ pHϕ . However,

it is clear from (5.27) that one can find points with any value of λ in the admissible region

(whereas values of x in the admissible region are bounded from below by x > ÑHm).

Apart from the degenerate case (5.14), no kinematic restriction on λ is thus possible.

Hence, basing the definition of the centrifugal mechanism on λ would lead to a trivial

result.

What is the justification to use L instead? We shall consider a region of our spacetime,

where the influence of the dragging and of the magnetic field is insignificant, for example

a far zone of an asymptotically flat spacetime. More precisely, let us consider a region

where ω,Aϕ are negligible, and thus pϕ
.
= pϕgϕϕ

.
= L. Then it readily follows that in such

a region particles with L = 0 move along trajectories of (approximately) constant ϕ and,

conversely, particles with different signs of L orbit in different directions therein. Hence,

we can say that L uniquely distinguishes the direction of motion in ϕ of a particle before

it came under the influence of the dragging and of the magnetic field near the black hole.

We conclude that we need to view the admissible region through parameters L, q

for physical interpretation. Similarly to 3.4.3, let us focus on the equation (5.27) of

the “border” of the admissible region. Substituting for x, λ in (5.27) from definition

(5.11) does not generally lead to a single-valued functional dependence between q, L. We

circumvent this issue by plugging the condition (5.27) into relations (5.13), which yields

parametric expressions for the border:6

q = −
ω̃λ+ ÑH

√
m2 + λ2

gHϕϕ

φ̃+ ω̃AH
ϕ

(5.28)

L =
φ̃λ− ÑHA

H
ϕ

√
m2 + λ2

gHϕϕ

φ̃+ ω̃AH
ϕ

(5.29)

E =

(
ωHφ̃− ω̃φH

)
λ+ ÑHA

H
t

√
m2 + λ2

gHϕϕ

φ̃+ ω̃AH
ϕ

(5.30)

In 3.4.3 we identified different variants, like the centrifugal and electrostatic mechanism,

by studying restrictions on signs of parameters L, q in the admissible region. Here we

revisit these results and complement and deepen them by determining the precise bounds

6Since we are dealing with critical particles, the three expressions are not independent.
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on L, q (and E).

5.3.1.1 Bounds on parameters

Bounds on values of q, L and E in the admissible region will appear as extrema of ex-

pressions (5.28)-(5.30) with respect to λ. Starting with (5.28), we find that a stationary

point can occur at the following value of λ:

λ = −m
gHϕϕω̃√

Ñ
2

H − gHϕϕω̃2
(5.31)

Due to the square root in the denominator, we need to distinguish three possibilities.

Case 1a: If (5.31) is imaginary, (5.28) will take all real values, and hence there is no

bound on q.

Case 1b: If (5.31) is real, it will correspond to an extremum of (5.28) with value

qb = − m

φ̃+ ω̃AH
ϕ

√
Ñ

2

H − gHϕϕω̃2 , (5.32)

and to the following values of the other parameters on the border:

L = − m

φ̃+ ω̃AH
ϕ

Ñ
2

HA
H
ϕ + gHϕϕω̃φ̃√

Ñ
2

H − gHϕϕω̃2
, (5.33)

E =
m

φ̃+ ω̃AH
ϕ

Ñ
2

HA
H
t − gHϕϕω̃

(
ωHφ̃− ω̃φH

)
√
Ñ

2

H − gHϕϕω̃2
. (5.34)

Looking at |λ| → ∞ behaviour of (5.28), one can deduce when

φ̃+ ω̃AH
ϕ < 0 , (5.35)

then (5.32) will be a lower bound, whereas if the opposite inequality is satisfied, (5.32)

will be an upper bound.

Case 1c: If the expression under the square root in (5.31) is zero (and (5.31) is thus

an invalid expression), the values of charge in the admissible region will be bounded by

qb = 0. However, q = 0 can not be attained for any finite value of other parameters on

the border.
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Turning to (5.29), we find that a value of λ for a candidate stationary point is

λ = m
gHϕϕφ̃ sgnAH

ϕ√
Ñ

2

H

(
AH
ϕ

)2 − gHϕϕφ̃2
. (5.36)

Again, there are three possible cases.

Case 2a: If (5.36) is imaginary, there is no bound on L in the admissible region.

Case 2b: If (5.36) is real, it will correspond to an extremum of (5.29) with value

Lb = −
m sgnAH

ϕ

φ̃+ ω̃AH
ϕ

√
Ñ

2

H

(
AH
ϕ

)2 − gHϕϕφ̃2
, (5.37)

and to the following values of the other parameters:

q = −
m sgnAH

ϕ

φ̃+ ω̃AH
ϕ

Ñ
2
AH
ϕ + gHϕϕω̃φ̃√

Ñ
2 (
AH
ϕ

)2 − gHϕϕφ̃2
(5.38)

E =
m sgnAH

ϕ

φ̃+ ω̃AH
ϕ

Ñ
2

HA
H
t A

H
ϕ + gHϕϕφ̃

(
ωHφ̃− ω̃φH

)
√
Ñ

2 (
AH
ϕ

)2 − gHϕϕφ̃2
. (5.39)

From the |λ| → ∞ behaviour of (5.29), we can infer that (5.37) is a lower bound, if

AH
ϕ

φ̃+ ω̃AH
ϕ

< 0 . (5.40)

When the opposite inequality is satisfied, (5.37) is an upper bound.

Case 2c: If (5.36) is undefined, values of L in the admissible region will be bounded

by Lb = 0, and this vale can not be reached for a finite value of other parameters on the

border.

Combining the possibilities together, we can conclude that cases 1a2b and 1a2c cor-

respond to the centrifugal mechanism, whereas variants 1b2a and 1c2a correspond to

the electrostatic mechanism. Case 1a2a signifies the coexistence of both. (Note that the

combination of signs of L, q leading to x < 0 is excluded in any case.) The other possible

combinations, i.e. 1b2b and 1c2c, do not correspond to any simpler limiting cases.

Let us now finish the discussion of bounds on parameters by looking at a possible
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stationary point of (5.30). The corresponding value of λ,

λ = −m
gHϕϕ

(
ωHφ̃− ω̃φH

)
sgnAH

t√
Ñ

2

H (AH
t )

2 − gHϕϕ
(
ωHφ̃− ω̃φH

)2 , (5.41)

can be adjusted using the available gauge freedom, unlike in the previous cases. Therefore,

we can choose λ to be real. Furthermore, it turns out that we can also choose the

corresponding stationary point of (5.30) to be a minimum. Its value is

Emin =
m sgnAH

t

φ̃+ ω̃AH
ϕ

√
Ñ

2

H (AH
t )

2 − gHϕϕ
(
ωHφ̃− ω̃φH

)2
, (5.42)

whereas the values of the other parameters on the border implied by (5.41) are

q = −m sgnAH
t

φ̃+ ω̃AH
ϕ

Ñ
2

HA
H
t − gHϕϕω̃

(
ωHφ̃− ω̃φH

)
√
Ñ

2

H (AH
t )

2 − gHϕϕ
(
ωHφ̃− ω̃φH

)2 , (5.43)

L = −m sgnAH
t

φ̃+ ω̃AH
ϕ

Ñ
2

HA
H
t A

H
ϕ + gHϕϕφ̃

(
ωHφ̃− ω̃φH

)
√
Ñ

2

H (AH
t )

2 − gHϕϕ
(
ωHφ̃− ω̃φH

)2 . (5.44)

5.3.1.2 Gauge conditions

What are the requirements in order to have a lower bound on E in the admissible region

and is it aways possible to make them satisfied simultaneously? First, we have to impose

the condition

Ñ
2

H

(
AH
t

)2 − gHϕϕ (ωHφ̃− ω̃φH

)2
> 0 (5.45)

to make (5.41) real. By checking the |λ| → ∞ behaviour of (5.30), we can see that we

must also require
AH
t

φ̃+ ω̃AH
ϕ

> 0 (5.46)

in order for (5.42) to be a lower bound. Next, one can observe that combinations AH
t ≡

−ϕH − ωHA
H
ϕ and ωHφ̃ − ω̃φH are linearly independent (except for the degenerate case

when (5.14) holds, which has to be treated separately anyway). Therefore, there is always

a way to choose values of φH and ωH that make any of the conditions (5.45) and (5.46)

satisfied (or violated).
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5.3.1.3 Additional remarks

Above, we have identified points on the border of the admissible region where a minimal

or maximal value of one of the parameters q, L,E is reached. Values of all the parameters

at such points are proportional to the particle’s mass. This illustrates the fact that only

a reduced set of parameters is needed to describe particles’ kinematics. In particular, for

massive critical particles, two parameters are sufficient. These can be either x̃ = x/m and

λ̃ = λ/m, or any two of q̃, l, ε.

In this sense, we can understand the admissible region (5.26) as an area in a two-

dimensional parameter space. Its border (5.27) can be viewed as a curve therein, namely

a branch of a hyperbola with axes x̃ = 0 and λ̃ = 0, and with its vertex on λ̃ = 0.

Considering the parameters normalized to unit rest mass excludes critical photons.

However, this is not a big issue, since they have trivial kinematics. Indeed, all critical

photons share the same single value of impact parameter bcr = 1/ωH. Therefore, parameter

space of critical photons is effectively zero-dimensional, and their kinematics depends only

on the properties of the spacetime itself.

When are the critical photons able to approach r0? The expansion (5.18) reads for

them

Z .
= |L|

√√√√ω̃2 − Ñ
2

H

gHϕϕ
(r − r0) + . . . (5.47)

Here the expression under the square root is proportional to the one in (5.31) with a

negative factor. Therefore, critical photons can be involved in the high-energy collision

processes close to r0 only in the case 1a.

Finally, let us clarify the link between bounds on q, L,E and restrictions on signs of

those parameters. Starting with q, we can observe that condition (5.35) also determines

the sign of (5.32). Thus, if (5.32) is a lower bound, its value is positive, whereas if it is

an upper bound, its value is negative. Therefore, whenever values of q in the admissible

region are bounded by (5.32), they must also have all the same sign. The identical relation

holds between (5.40) and (5.37). Last, the gauge condition (5.46), which we use to enforce

a lower bound on energy, also implies that this bound (5.42) has a positive value.

Hence, dividing by m and rearranging the sign factors, we can express the (possible)
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bounds on values of q̃, l, ε in the admissible region as follows:

−q̃ sgn
(
φ̃+ ω̃AH

ϕ

)
>

1∣∣∣φ̃+ ω̃AH
ϕ

∣∣∣
√
Ñ

2

H − gHϕϕω̃2 , (5.48)

−l sgn
[(
φ̃+ ω̃AH

ϕ

)
AH
ϕ

]
>

1∣∣∣φ̃+ ω̃AH
ϕ

∣∣∣
√
Ñ

2

H

(
AH
ϕ

)2 − gHϕϕφ̃2
, (5.49)

ε >
1∣∣∣φ̃+ ω̃AH

ϕ

∣∣∣
√
Ñ

2

H (AH
t )

2 − gHϕϕ
(
ωHφ̃− ω̃φH

)2
. (5.50)

5.3.2 Degenerate case

Let us now explore the (previously excluded) case when the degeneracy condition (5.14)

is satisfied. As we noted in 5.2.2, this means that variables x and λ become proportional,

namely x = −ω̃λ. Because of this, (5.27) with (5.14) degenerates into an algebraic

equation (for one variable), which has a single solution

λ = − m sgn ω̃√
ω̃2

Ñ
2 − 1

gHϕϕ

. (5.51)

One can see that the expressions under the square roots in the denominators of (5.51)

and (5.31) are related by a negative factor. Therefore, (5.51) is defined in real numbers

in case 1a. On the other hand, in cases 1b and 1c, there is no real solution of (5.27) with

(5.14), and thus the collisional processes studied here are impossible for critical particles

with any value of λ.7 (Note that λ sgn ω̃ > 0 certainly violates (5.27) with (5.14).)

Let us consider physical interpretation of (5.51). Using (5.15), it can be expressed as

L = − m sgn ω̃√
ω̃2

Ñ
2 − 1

gHϕϕ

+ qAH
ϕ , (5.52)

E = − mωH sgn ω̃√
ω̃2

Ñ
2 − 1

gHϕϕ

− qAH
t . (5.53)

The charge of the particle plays a role of a free variable; there can never be a bound on

7We are unaware of a black-hole spacetime where this would occur in the equatorial plane. However,
similar thing happens around the poles of the Kerr solution, as demonstrated by [69].
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the values of q in the admissible region in the degenerate case. However, if AH
ϕ = 0, (5.52)

will correspond to single value of L, which will constitute a bound on L. For (5.14) with

AH
ϕ = 0, it holds − sgn(ω̃L) = sgn x > 0, and therefore we can infer

− l sgn ω̃ >
1√

ω̃2

Ñ
2 − 1

gHϕϕ

. (5.54)

(Note that (5.14) with AH
ϕ = 0 implies φ̃ = 0, and hence case 2c, although the bound has

a non-zero value.)

We want a lower bound on E in the admissible region, and therefore we impose gauge

conditions AH
t = 0 and ωH sgn ω̃ < 0. Then it holds

ε >
|ωH|√
ω̃2

Ñ
2 − 1

gHϕϕ

. (5.55)

5.4 Energy extraction

Now we shall discuss properties of particles than can be produced in the high-energy

collisional processes described in 5.2.3 and, in particular, how much energy can such

particles extract from a black hole.

5.4.1 Conservation laws and kinematic regimes

Let us consider a simple setup in which a (nearly) critical particle 1 and an incoming usual

particle 2 collide close to the horizon radius r0, and their interaction leads to production

of just two new particles, 3 and 4. We assume the conservation of charge

q1 + q2 = q3 + q4 (5.56)

and also the conservation of (all components of) momentum at the point of collision.

From the azimuthal component, we infer the conservation of angular momentum

L1 + L2 = L3 + L4 . (5.57)
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The conservation law for the time component of momentum can be used to derive the

conservation of energy

E1 + E2 = E3 + E4 , (5.58)

or combined together with the conservation law for the radial component. This is advan-

tageous, because summing the components with appropriate coefficients gives us combi-

nations of functions X and Z

N2pt ∓N√grrpr ≡ X ∓ σZ . (5.59)

Since we assumed that particle 2 is incoming (σ2 = −1), the summation of the conserva-

tion laws leads to following two equations:

X1 ∓ σ1Z1 + X2 ±Z2 = X3 ∓ σ3Z3 + X4 ∓ σ4Z4 . (5.60)

For usual particles, X and Z differ by a term proportional to N2, so their combinations

with different signs have different leading orders in expansion around r0

X − Z ∼ (r − r0) , X + Z .
= 2XH . (5.61)

On the other hand, in the case of (nearly) critical particles, the leading order of expansion

in rC − r0 for both combinations is the first one

X ∓ Z ∼ (rC − r0) . (5.62)

Now let us look at (5.60) with the upper sign. We assumed particle 2 to be usual, and

thus the leading order is the zeroth one

2XH
2 = XH

3 − σ3ZH
3 + XH

4 − σ4ZH
4 . (5.63)

This equation can be satisfied only when one of the final particles, say 4, is usual and

incoming, i.e. XH
4 > 0, σ4 = −1. Turning to the lower sign of (5.60), we see that usual

incoming particles 2 and 4 will make no contribution to zeroth and first order. On the

other hand, critical particle 1 will contribute to the first order and this contribution will

dominate the left-hand side. Therefore, the expansion of right-hand side must also be
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dominated by a first-order contribution, which means that particle 3 has to be (nearly)

critical. The leading order of (5.60) with the lower sign thus becomes

x1 + σ1

√
x21 − Ñ

2

H

(
m2

1 +
λ21
gHϕϕ

)
= x3 − C3 + σ3

√
(x3 − C3)

2 − Ñ2

H

(
m2

3 +
λ23
gHϕϕ

)
(5.64)

Here C3 ≡ C(3,1) parametrises deviation of particle 3 from criticality according to (5.19).

We put C1 = 0 for simplicity. One can denote the whole left-hand side of (5.64) as a new

parameter

ÑHA1 ≡ x1 + σ1

√
x21 − Ñ

2

H

(
m2

1 +
λ21
gHϕϕ

)
, (5.65)

which will carry all the information about particle 1. Since x1 > 0, we can make sure that

A1 > 0. The difference between BSW-type processes (σ1 = −1) and Schnittman-type

processes (σ1 = +1) is absorbed into the definition of A1, and thus the results expressed

using A1 hereafter will be the same for both.

For a Penrose process, one of the particles must fall inside the black hole; and we

can make sure that particle 4 is bound to do so. On the other hand, particle 3 can be

produced in four distinct kinematic regimes, based on the combination of sign of C3 and

the sign variable σ3. In accordance with [80], let us denote the regimes with C3 > 0 as

“+”, C3 < 0 as “−”, σ3 = +1 as “OUT” and σ3 = −1 as “IN”.

There are important differences among the four kinematic regimes in several regards.

First, we should determine which ones allow particle 3 to escape from the vicinity of

the black hole. For simplicity, let us assume a situation when condition (5.7) is well

approximated by linear expansion terms. In such a case, there can be at most one turning

point near r0. The radius rT of this turning point is defined by the condition

x3 (rT − r0)− C3 (rC − r0) = ÑH

√
m2

3 +
λ23
gHϕϕ

(rT − r0) , (5.66)

which can be rearranged as follows

rC − rT = (rC − r0)
x3 − C3 − ÑH

√
m2

3 +
λ23
gHϕϕ

x3 − ÑH

√
m2

3 +
λ23
gHϕϕ

. (5.67)

(Note that (5.67) may imply rT < r0, and hence no turning point in the region of our
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interest.) The motion of particle 3 must be allowed at rC, where it is produced, hence

x3 − C3 − ÑH

√
m2

3 +
λ23
gHϕϕ

> 0 . (5.68)

Therefore, the numerator of the fraction in (5.67) is positive and since rC > r0 by defini-

tion, recalling (5.26), we can conclude that rT < rC for particles produced with parameters

in the admissible region, whereas rT > rC for the ones outside of it. However, if rT > rC,

particle 3 produced at rC can never escape. Therefore, in order for particle 3 to escape,

it must be be produced with parameters in the admissible region.

Particles with C3 > 0 can not fall into the black hole by definition, and thus they

must have a turning point at a radius r0 < rT < rC. Therefore, in regimes OUT+ and

IN+, particle 3 can be produced only with parameters in the admissible region, and it is

automatically guaranteed to escape.

On the other hand, particles with C3 < 0 can cross the horizon; their motion is allowed

both at r0 and at rC. Hence, there must be an even number of turning points between

r0 and rC. However, we assumed the existence of at most one turning point, and thus

there can be none. Incoming particle 3 produced with C3 < 0 therefore has to fall into

the black hole; i.e. escape in the IN− regime is impossible. Last, in the OUT− regime,

particle 3 can either escape or be reflected and fall into the black hole, based on whether

its parameters lie in the admissible region or not.

The way in which parameters C3 and σ3 determine escape possibilities of particle 3 is

actually independent of the particular system in question. (This can be seen e.g. through

comparison with Section 4.4.2, where we considered particles moving along the symmetry

axis.) However, despite being so universal and so important for escape of particle 3,

parameters C3 and σ3 are quite irrelevant for all other purposes. Indeed, if particle 3

escapes, σ3 must eventually flip to +1, whereas C3 encodes only a small deviation from

fine-tuning of parameters of particle 3.

Hence, we shall now solve (5.64) for C3 and σ3, in order to view the different kinematic

regimes in terms of the other parameters, i.e. x3, λ3,m3 and A1. First, we can observe

from (5.64) that

σ3 = sgn
(
ÑHA1 − x3 + C3

)
. (5.69)

Expressing C3 form (5.64) and then substituting it back into (5.69), we obtain the solutions
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as follows:

C3 = x3 −
ÑH

2

[
A1 +

1

A1

(
m2

3 +
λ23
gHϕϕ

)]
, (5.70)

σ3 = sgn

[
A2
1 −

(
m2

3 +
λ23
gHϕϕ

)]
. (5.71)

Since we are interested only in the sign of C3, and σ3 is a sign variable per se, only ratios

among the four parameters on the right-hand sides matter to us. Therefore, we have a

considerable freedom in choosing the relevant (three) variables. Nevertheless, we have

seen above that we also need to consider the admissible region, for which the relevant

parameters are x̃, λ̃. Thus, it is natural to understand (5.70) and (5.71) as depending on

x̃3, λ̃3 and on the ratio between A1 and m3.

The third “parameter”, i.e. ratio between A1 and m3, clearly stands out; it tracks

a comparison between properties of two particles, and it is irrelevant for the admissible

region of particle 3. Therefore, we find it natural to visualise the different kinematic

regimes as regions in the same two-dimensional parameter space as the admissible region,

with the ratio between A1 and m3 serving as an “external parameter”. (However, since

we are interested in physical interpretation, namely in energy extraction, we will keep

A1 and m3 separate in the equations and we will not explicitly pass to the parameters

normalized to unit rest mass.)

If we treat the ratio between A1 and m3 as an external parameter, there are just two

main possibilities.

“Heavy regime”: If m3 > A1, the right-hand side of (5.71) is negative for any λ̃3, and

hence the IN region covers the whole parameter space.

“Light regime”: On the other hand, if m3 < A1, the parameter space is divided into

IN and OUT regions.

5.4.2 Structure of the parameter space

Now we should understand how are the regions of parameters corresponding to different

kinematic regimes distributed across our parameter space. Let us start with the distinction

between “+” and “−” regimes, which is always present. From the solution (5.70), we see
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that C3 > 0 implies

x3 >
ÑH

2

[
A1 +

1

A1

(
m2

3 +
λ23
gHϕϕ

)]
. (5.72)

Conversely, the inequality opposite to (5.72) entails C3 < 0. The equality

x3 =
ÑH

2

[
A1 +

1

A1

(
m2

3 +
λ23
gHϕϕ

)]
(5.73)

defines the border between the regions, and it corresponds to C3 = 0, i.e. to particle

3 being produced as precisely critical. In x̃3, λ̃3 parameter space, (5.73) represents a

parabola with axis λ̃3 = 0.

For physical interpretation, let us substitute (5.73) into (5.13) to obtain parametric

expressions for the border as follows:

q3 = − 1

φ̃+ ω̃AH
ϕ

{
ω̃λ3 +

ÑH

2

[
A1 +

1

A1

(
m2

3 +
λ23
gHϕϕ

)]}
(5.74)

L3 =
1

φ̃+ ω̃AH
ϕ

{
φ̃λ3 −

ÑHA
H
ϕ

2

[
A1 +

1

A1

(
m2

3 +
λ23
gHϕϕ

)]}
(5.75)

E3 =
1

φ̃+ ω̃AH
ϕ

{(
ωHφ̃− ω̃φH

)
λ3 +

ÑHA
H
t

2

[
A1 +

1

A1

(
m2

3 +
λ23
gHϕϕ

)]}
(5.76)

Recalling the gauge condition (5.46), we can make sure that (5.76) leads to E3 →∞ for

|λ3| → ∞. Therefore, we see that values of E3 in neither “+” nor “−” region are bounded

from above. This was not possible in the previously known special cases. Since the escape

of particle 3 is guaranteed in the “+” regime, we can also conclude that there is no upper

bound on the energy extracted from the black hole. (Such a possibility is often called the

super-Penrose process.) Furthermore, as the “+” region exists for any value of m3, we

see that there is no bound on the mass of escaping particles as well.

Now let us turn to the distinction between IN and OUT regimes. From (5.71) we can

see that parameters in the IN region must satisfy the condition

|λ3| >
√
gHϕϕ (A2

1 −m2
3) , (5.77)

whereas the opposite inequality holds for parameters in the OUT region. The two values
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of λ3 that separate the regions, i.e.

λ3 = ±
√
gHϕϕ (A2

1 −m2
3) , (5.78)

correspond to a situation when our leading-order approximation (5.64) breaks down, since

we cannot consistently assign a value to σ3. This indicates that particle 3 with those values

of λ3 will be produced as class II nearly critical, and a different expansion would be needed

to determine its initial direction of motion.

Let us note that particle 3 can be produced in the IN+ regime (i.e. with x3, λ3

satisfying both (5.72) and (5.77)) for any value of the ratio between m3 and A1. This is

another thing that was not possible in the previously studied special cases.

5.4.2.1 Osculation points

Having derived borders that divide the x̃3, λ̃3 parameter space according to various cri-

teria, we shall now consider the “corners” where the borders meet. We can get insight

into this issue from the physical interpretation of the borders; (5.27) is a set of parame-

ters for which precisely critical particles are of class II, (5.73) corresponds to particle 3

being produced as precisely critical and (5.78) corresponds to particle 3 being produced

as class II (nearly) critical. If any two of those eventualities happen together, the third

one follows automatically. Therefore, all three borders must meet in the same points of

the parameter space. Indeed, substituting (5.78) into both (5.27) and (5.73) leads to

x3 = ÑHA1. Conversely, in the “heavy regime” m3 > A1, in which (5.78) is absent, the

remaining borders (5.27) and (5.73) cannot meet at any point.8

We have also seen that particle 3 can be produced with C3 > 0 only when its other

parameters satisfy the condition (5.26). Therefore, the “+” region must lie inside the

admissible region in the parameter space and their borders can only osculate. (One can

make sure that this is indeed the case by comparing the limiting behaviour of (5.27) and

(5.73) for |λ3| → ∞ and their values at λ3 = 0, i.e. in between (5.78).)

8Note that in the m3 = A1 case, (5.27) and (5.73) touch at λ3 = 0.
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By plugging (5.78) into (5.74)-(5.76) (or into (5.28)-(5.30)), we obtain

q =
1

φ̃+ ω̃AH
ϕ

[
∓ω̃
√
gHϕϕ (A2

1 −m2
3)− ÑHA1

]
, (5.79)

L =
1

φ̃+ ω̃AH
ϕ

[
±φ̃
√
gHϕϕ (A2

1 −m2
3)− ÑHA

H
ϕA1

]
, (5.80)

E =
1

φ̃+ ω̃AH
ϕ

[
±
(
ωHφ̃− ω̃φH

)√
gHϕϕ (A2

1 −m2
3) + ÑHA

H
t A1

]
. (5.81)

5.4.2.2 Bounds on parameters (general considerations)

We have seen that there is no upper bound on energy E3 in the regions of parameter

space, which correspond to particle 3 being able to escape. Let us now search for other

bounds on parameters of particle 3 in these regions.

There are multiple possibilities, depending on the ratio between A1 and m3. As a first

step, let us consider a hypothetical interaction, for which this ratio can take any value.

More precisely, we shall consider an idealised scenario, in which it is possible to produce

particle 3 with any value of m3 in processes with the same fixed value of A1.9 Now let

us look at the union of all the “+” regions corresponding to all the possible values of m3.

Since the osculation points (5.78) can occur at any value of λ̃3, we see that this union will

fill the whole admissible region in x̃3, λ̃3 space. Therefore, the (possible) bounds (5.48)-

(5.50) on q̃, l, ε in the admissible region will also serve as bounds on q̃3, l3, ε3 of particles

produced by our hypothetical interaction.

Second, let us consider a more realistic scenario, in which only some values of the ratio

between m3 and A1 are possible. In such a case, we can search for bounds on parameters in

the “+” region for given values of m3 and A1. Since parametric expressions (5.74)-(5.76)

are mere quadratic functions of λ3, they will always reach an extremum, and therefore

there will always be bounds on values of q3, L3, E3 in the “+” region.

Starting with q3, we find that for

λ3 = −
gHϕϕω̃

ÑH

A1 , (5.82)

9Keeping A1 fixed is motivated by existence of upper bounds on A1 in terms of E1; cf. (5.96), (5.92).
Moreover, one can also find a lower bound on A1 in a similar manner for σ1 = +1.

123



expression (5.74) reaches an extremum with value

qb3 = − 1

2
(
φ̃+ ω̃AH

ϕ

) [ÑH

(
A1 +

m2
3

A1

)
−
gHϕϕω̃

2A1

ÑH

]
. (5.83)

Turning to L3, we can infer that for

λ3 =
gHϕϕφ̃

ÑHAH
ϕ

A1 , (5.84)

expression (5.75) reaches an extremum with value

Lb
3 = − 1

2
(
φ̃+ ω̃AH

ϕ

) [ÑHA
H
ϕ

(
A1 +

m2
3

A1

)
−
gHϕϕφ̃

2A1

ÑHAH
ϕ

]
. (5.85)

For E3, the situation is again different due to dependence on gauge. Looking at the

|λ3| → ∞ behaviour of (5.76), we can make sure that the condition (5.46) implies that

(5.76) will reach a minimum. It occurs for

λ3 = −
gHϕϕA1

ÑHAH
t

(
ωHφ̃− ω̃φH

)
, (5.86)

and its value is

Emin
3 =

1

2
(
φ̃+ ω̃AH

ϕ

) [ÑHA
H
t

(
A1 +

m2
3

A1

)
−
gHϕϕA1

ÑHAH
t

(
ωHφ̃− ω̃φH

)2]
. (5.87)

5.4.2.3 Additional remarks on OUT− region

The discussion above can be extended by analysing bounds on parameters in further,

special regions in the parameter space. OUT− is particularly interesting in this regard,

since there is an upper bound on the values of energy E3 in this region. As we noted in

4.4.2, this can be used to illustrate the difference between the BSW-type and Schnittman-

type collisional process. Let us extend this argument to our more complicated case of

equatorial charged particles.

Expression (5.76) can not have a maximum due to (5.46), and thus the upper bound

on E3 in the OUT− region must be its value for one of the osculation points. Picking the
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higher of the values (5.81), we can write the bound as follows:

E3 <

∣∣∣∣∣ωHφ̃− ω̃φH

φ̃+ ω̃AH
ϕ

∣∣∣∣∣√gHϕϕ (A2
1 −m2

3) +
ÑHA

H
t A1

φ̃+ ω̃AH
ϕ

. (5.88)

We shall maximise the bound with respect to all possible parameters in order to derive

an unconditional bound in terms of E1. First, we consider m3 � A1, which also allows us

to factorize out A1

E3 <

(∣∣∣∣∣ωHφ̃− ω̃φH

φ̃+ ω̃AH
ϕ

∣∣∣∣∣√gHϕϕ +
ÑHA

H
t

φ̃+ ω̃AH
ϕ

)
A1 . (5.89)

Second, we shall express A1 using E1 and maximise it with respect to other parameters

of particle 1. The easiest way is to rewrite x1 in terms of E1 and λ1,

x1 = E1

φ̃+ ω̃AH
ϕ

AH
t

− λ1
ωHφ̃− ω̃φH

AH
t

. (5.90)

(Note that gauge condition (5.46) implies that the coefficient multiplying E1 is positive.)

Looking at the leading order of A1 (5.65) with (5.90) in the |λ1| → ∞ limit (for fixed E1),

A1 ≈ −λ1
ωHφ̃− ω̃φH

ÑHAH
t

+ σ1 |λ1|

√√√√(ωHφ̃− ω̃φH

ÑHAH
t

)2

− 1

gHϕϕ
, (5.91)

one can see that it is not real due to (5.45). Therefore, for a given E1, parameter A1 will

lie in the in real numbers only for a finite interval of values of λ1 and ∂A1/∂λ1 will blow up

with opposite signs at the opposite ends of that interval. Thus, there will always be an

extremum with respect to λ1. In particular, for Schnittman-type process (σ1 = +1), there

will be a maximum. We can also see that we need to put m1 = 0 to maximise A1 with

σ1 = +1. Then we can find the maximum with respect to λ1 and derive the unconditional

bound on A1

A1 6 2E1

ÑH

(
φ̃+ ω̃AH

ϕ

)
AH
t

Ñ
2

H (AH
t )

2 − gHϕϕ
(
ωHφ̃− ω̃φH

)2 . (5.92)

Combining with (5.89), we conclude that the unconditional upper bound on energy E3 of
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a particle produced in OUT− regime in the Schnittman-type process is

E3 < 2E1

ÑH

∣∣AH
t

∣∣
ÑH |AH

t | −
√
gHϕϕ

∣∣∣ωHφ̃− ω̃φH

∣∣∣ . (5.93)

On the other hand, for the BSW-type process, we shall start with the following in-

equality:

ÑHA1(E1, λ1,m1) 6 x(E1, λ1) . (5.94)

In order to maximise x(E1, λ1), we need to look at values of λ1 that satisfy

ÑHA1(E1, λ1,m1) = x(E1, λ1) , (5.95)

i.e. the ends of the interval mentioned above, and on their dependence on m1. The

resulting unconditional bound on A1 with σ1 = −1 is

A1 6 E1

∣∣∣φ̃+ ω̃AH
ϕ

∣∣∣
ÑH |AH

t | −
√
gHϕϕ

∣∣∣ωHφ̃− ω̃φH

∣∣∣ . (5.96)

In combination with (5.89), it gives us the unconditional upper bound on energy E3 of a

particle produced in OUT− regime in the BSW-type process as follows:

E3 < E1

ÑH

∣∣AH
t

∣∣+
√
gHϕϕ

∣∣∣ωHφ̃− ω̃φH

∣∣∣
ÑH |AH

t | −
√
gHϕϕ

∣∣∣ωHφ̃− ω̃φH

∣∣∣ . (5.97)

Let us note that for ω ≡ 0, the above results reduce to the ones we derived in 4.4.2, i.e.

E3 < E1 for BSW-type process and E3 < 2E1 for Schnittman-type process. The bound

for Schnittman-type process is higher than for BSW-type process even in the general case,

due to (5.45). On the other hand, also due to (5.45), we can see that E3 > E1 is generally

not prevented for the BSW-type process, unlike in the ω ≡ 0 case. However, the biggest

difference is that in the general case the gauge-dependent factors do not cancel, and thus

the bounds need to be interpreted more carefully.
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5.4.3 Special cases and the degenerate case

We have seen that the collisional processes analysed above have some features that were

absent in the previously studied special cases. Thus, now we shall discuss how the special

cases follow from the general results.

5.4.3.1 (Quasi)radial limit

First, let us investigate how to recover the results for radially moving particles [80].

The key feature we want to reproduce is the existence of a threshold value µ, such that

E3 > µ corresponds to “+” regime and E3 < µ to “−” regime. Similarly as in 5.3.1,

we can choose to consider either particles that move radially with respect to a locally

non-rotating observer very close to the horizon (λ3 = 0), or particles that would move

radially in a region devoid of the influence of dragging and of magnetic field (L3 = 0).

However, both choices lead to a trivial transition, unlike in 5.3.1. Considering particles

with fixed value of λ3, the condition C3 > 0 can be restated as follows

E3 >
1

φ̃+ ω̃AH
ϕ

{(
ωHφ̃− ω̃φH

)
λ3 +

ÑHA
H
t

2

[
A1 +

1

A1

(
m2

3 +
λ23
gHϕϕ

)]}
. (5.98)

Therefore, by setting λ3 = 0, we get the threshold value anticipated above

µ ≡ ÑHA
H
t

2
(
φ̃+ ω̃AH

ϕ

) (A1 +
m2

3

A1

)
. (5.99)

Moreover, λ3 = 0 lies in the OUT region whenever it exists. Thus we can also see

that for λ3 = 0 the “heavy regime” m3 > A1 coincides with the IN regime and the “light

regime” m3 < A1 with the OUT regime. This also replicates the results of [80].

5.4.3.2 Geodesic limit

Next we shall discuss the transition to geodesic particles (q3 = 0). In this case, it should

be possible to produce particles with high values of E3 or m3 only in the IN− regime

(which prevents their escape).
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Let us start by rewriting C3 in terms of E3 and q3

C3 = − 1

ωH

[
ω̃E3 + q3

(
ωHφ̃− ω̃φH

)]
− ÑH

2

[
A1 +

1

A1

(
m2

3 +

(
E3 + q3A

H
t

)2
gHϕϕω

2
H

)]
(5.100)

The resulting expression admits a factorisation,

C3 = − ÑH

2gHϕϕω
2
HA1

(E − R+) (E − R−) , (5.101)

where R± stand for

R± = −q3AH
t −

gHϕϕA1

ÑH

ωHω̃ ∓ |ωH|

√√√√ω̃2 − 2q3ÑH

gHϕϕA1

(
φ̃+ ω̃AH

ϕ

)
− Ñ

2

H

gHϕϕ

(
1 +

m2
3

A2
1

) .

(5.102)

Since R+ > R−, the “+” regime corresponds to R− < E3 < R+ for a fixed value of q3.

We can also express (5.71) using E3 and q3

σ3 = sgn

[
A2
1 −

(
m2

3 +

(
E3 + q3A

H
t

)2
gHϕϕω

2
H

)]
. (5.103)

The result again admits a factorisation,

σ3 = − sgn[(E3 − S+) (E3 − S−)] (5.104)

where S± are

S± = −q3AH
t ± |ωH|

√
gHϕϕ (A2

1 −m2
3) . (5.105)

As S+ > S−, the OUT regime corresponds to S− < E3 < S+ for a fixed value of q3.

Now, let us put q3 = 0 and denote the resulting values of R± as Rg
±

Rg
± =

gHϕϕA1

ÑH

−ωHω̃ ± |ωH|

√√√√ω̃2 − Ñ
2

H

gHϕϕ

(
1 +

m2
3

A2
1

) . (5.106)

Since S− becomes negative for q3 = 0 and E3 > 0, we need to consider only Sg
+, which

reads

Sg
+ = |ωH|

√
gHϕϕ (A2

1 −m2
3) . (5.107)
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If a geodesic particle 3 has sufficiently high energy, such that it satisfies both E3 > Rg
+ and

E3 > Sg
+, it will be produced in the IN− regime and fall into the black hole. Conversely,

we can see that Rg
± and Sg

+ all become imaginary for m3 � A1, and thus IN− is the only

possible regime in that case. Hence, we reproduced the results of [72, 73] that the mass

and energy of escaping geodesic particles is bounded.10

5.4.3.3 The degenerate case

Let us now return to the degenerate case (5.14), which was so far excluded from our

discussion of energy extraction. We shall use the same parametrisation as in the geodesic

case. If we apply (5.14) to R± (5.102), they go over to Rd
±, which read

Rd
± = −q3AH

t −
gHϕϕA1

ÑH

ωHω̃ ∓ |ωH|

√√√√ω̃2 − Ñ
2

H

gHϕϕ

(
1 +

m2
3

A2
1

) . (5.108)

We have determined in 5.3.2 that we need to impose gauge condition AH
t = 0 in the

degenerate case. However, with this condition it holds Rd
± = Rg

±. Furthermore, putting

AH
t = 0 has the same effect on S± (5.105) as putting q3 = 0. Thus we see that upon the

gauge condition AH
t = 0, the degenerate case completely coincides with the geodesic case.

Therefore, the degenerate case corresponds to a situation when the spacetime behaves

locally as vacuum close to r0. However, it can be shown that the spacetime does not need

to be globally vacuum in order for (5.14) to be satisfied.

5.5 Results for Kerr-Newman solution

Let us now return to the Kerr-Nemwan solution (1.1) with mass M , angular momentum

aM , and charge Q (allowing also negative values of a this time). In the form (5.1), the

metric is given by

g = −∆Σ
A

dt2 +
A

Σ
sin2 ϑ

[
dϕ− a

A

(
2Mr −Q2

)
dt
]2

+
Σ

∆
dr2 +Σ dϑ2 , (5.109)

10Note that in [72, 73] symbols λ± were used for Rg
± and λ0 for Sg

+.
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where

∆ = r2 − 2Mr + a2 +Q2 , Σ = r2 + a2 cos2 ϑ , A =
(
r2 + a2

)2 −∆a2 sin2 ϑ .

(5.110)

The electromagnetic potential (cf. (1.3)) is

A = −Qr
Σ

(
dt− a sin2 ϑdϕ

)
. (5.111)

Let us also recall the relation between the energy Ecr of critical particles and their angular

momentum and charge (cf. (5.17), (3.78))

Ecr =
aL+ qQ

√
Q2 + a2

Q2 + 2a2
. (5.112)

5.5.1 Admissible region in the parameter space

Critical particles can approach r = M , whenever their parameters lie inside the admissible

region in the parameter space. In the case of the extremal Kerr-Newman solution, the

expressions (5.28)-(5.30) for the border of the admissible region go over to (see also (3.83),

(3.84))

q =

√
Q2 + a2

Q (Q2 + 2a2)

[
−2aλ+

√
(Q2 + 2a2)2m2 + (Q2 + a2)λ2

]
, (5.113)

L =
Q2λ+ a

√
(Q2 + 2a2)2m2 + (Q2 + a2)λ2

Q2 + 2a2
, (5.114)

E =
−aλ+

√
(Q2 + 2a2)2m2 + (Q2 + a2)λ2

Q2 + 2a2
. (5.115)

5.5.1.1 Bounds on parameters

As we discussed in 5.3.1.1, bounds on values of q, L and E in the admissible region are

given by extrema of expressions (5.113)-(5.115) as functions of λ. If |a|/M < 1/2, then

(5.113) reaches an extremum, which has a value (5.32)

qb = m

√
Q2 − 3a2

Q
, (5.116)
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and which corresponds to the following values of the other parameters on the border:

L =
ma√
Q2 + a2

3Q2 + a2√
Q2 − 3a2

, E =
m√

Q2 + a2
Q2 − a2√
Q2 − 3a2

. (5.117)

For |a|/M > (
√
5−1)/2, there exists an extremum of (5.114), which has a value (5.37)

Lb = m sgn a

√
a4 +Q2a2 −Q4√

Q2 + a2
, (5.118)

and which corresponds to the following values of the other parameters on the border:

q = m
|a|
Q

3Q2 + a2√
a4 +Q2a2 −Q4

, E =
m |a|√
Q2 + a2

2Q2 + a2√
a4 +Q2a2 −Q4

. (5.119)

In the standard gauge vanishing at spatial infinity, the dragging potential of (5.109)

and the electromagnetic potential (5.111) satisfy the conditions (5.45), (5.46). Therefore,

(5.115) always has a minimum (cf. (5.42), (3.101), (3.94))

Emin =
m |Q|√
Q2 + a2

, (5.120)

which corresponds to the following values of the other parameters on the border:

q =
m

|Q|
Q2 − a2

Q
, L =

ma

|Q|
2Q2 + a2√
Q2 + a2

. (5.121)

Let us note that E > m for the the values of energy (5.117), (5.119), whereas Emin 6 m.

The degenerate case (5.14) corresponds to the extremal Kerr solution, which we studied

in 3.5.3.1. Summary of the bounds on parameters in the admissible region for the extremal

Kerr-Newman solutions is given in Table 5.1.

5.5.2 Structure of the parameter space with regard to energy

extraction

As we examined in 5.4.2, the parameter space of nearly critical particles can be divided

into various regions corresponding to different kinematic regimes, in which particle 3

can be produced in our collisional process. In extremal Kerr-Newman spacetime, the
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expressions (5.74)-(5.76) for the border separating the “+” and “−” regions become

q3 =

√
Q2 + a2

Q

{
− 2aλ3
Q2 + 2a2

+
1

2

[
A1 +

1

A1

(
m2

3 +
(Q2 + a2)λ23
(Q2 + 2a2)2

)]}
, (5.122)

L3 =
Q2λ3

Q2 + 2a2
+
a

2

[
A1 +

1

A1

(
m2

3 +
(Q2 + a2)λ23
(Q2 + 2a2)2

)]
, (5.123)

E3 = − aλ3
Q2 + 2a2

+
1

2

[
A1 +

1

A1

(
m2

3 +
(Q2 + a2)λ23
(Q2 + 2a2)2

)]
. (5.124)

The two values of λ3 that separate IN and OUT regions (5.78) are

λ3 = ± Q2 + 2a2√
Q2 + a2

√
A2
1 −m2

3 . (5.125)

The structure of the parameter space is visualised for A1 < m3 in Figure 5.1 and for

A1 > m3 in Figure 5.2, where it is also shown how special limiting cases discussed in 5.4.3

correspond to different sections of the parameter space.

5.5.2.1 Osculation points

The expressions (5.79)-(5.81) for the osculation points, where curves (3.84)-(5.115) and

(5.122)-(5.124) touch, turn out to be

q3 =
1

Q

[√
Q2 + a2A1 ∓ 2a

√
A2
1 −m2

3

]
, (5.126)

L3 = aA1 ±Q2

√
A2
1 −m2

3√
Q2 + a2

, (5.127)

E3 = A1 ∓ a
√

A2
1 −m2

3√
Q2 + a2

. (5.128)
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Figure 5.1: Parameter space of (nearly) critical particles for extremal Kerr-Newman black
hole with a/M = 1/2. The part shaded in grey is outside the admissible region, critical
particles with those parameters can not approach r = M , and nearly critical particles
produced with those parameters in the vicinity of r = M cannot escape. The regions
corresponding to different kinematic regimes of production of particle 3 are plotted for a
process with A1 = 2.5m3. Region IN−, which corresponds to particle 3 falling into the
black hole is shaded in orange.

134



0

0.5

1

1.5

2

2.5

3

3.5

4

0 5 10 15 20

l M

q̃

ε
cr =

1

ε
cr =

2

x = ÑH
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5.5.2.2 Bounds on parameters

As we noted in 5.4.2.2, values of q3, L3 and E3 in the “+” region are always bounded.

The expressions (5.83), (5.85), (5.87) for bounds on these parameters go over to

qb3 =
1

2Q

[
Q2 − 3a2√
Q2 + a2

A1 +
√
Q2 + a2

m2
3

A1

]
, (5.129)

Lb
3 =

1

2

[
a4 +Q2a2 −Q4

a (Q2 + a2)
A1 + a

m2
3

A1

]
, (5.130)

Emin
3 =

1

2

[
Q2

Q2 + a2
A1 +

m2
3

A1

]
. (5.131)

5.6 Discussion of caveats

We have concluded that there are no upper bounds on the energy or the mass of particles

that can escape from the vicinity of the horizon after being produced in the collisional

processes studied above. Now we shall discuss limitations of these results, from both

theoretical and practical standpoint.

First, we should be aware of the simplifying assumptions involved. In particular,

caution is needed regarding the parts of the parameter space where our leading-order

approximation breaks down. These comprise the border of the admissible region (5.27),

the two lines of constant λ3 separating the IN and OUT regions (5.78), and the corre-

sponding osculation points. (For the approach phase, we studied the higher-order effects,

which may arise, in 3.4.6 and 3.5.2.) Furthermore, we should also note that for charged

particles, the electromagnetic self-force (cf. [121]) will become significant in addition to

the gravitational backreaction.

Second, as we have seen in 4.4.3 on the example of particle collisions along the axis

of symmetry, problems may arise even when all the simplifying assumptions are satisfied.

Let us now check, whether the issues identified in 4.4.3 are present in the case of charged

particle collisions in the equatorial plane.

We have noted above that it always holds Emin 6 m for the lowest energy (5.120)

required for the critical particles in the extremal Kerr-Newman spacetime in order to

approach r = M . Therefore, unlike in the case of collisions along the axis, there is no

general need for the critical particles involved in collisions in the vicinity of r = M to be
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relativistic.

On the other hand, for all microscopic particles (known in nature), it holds |q| � m.

Therefore, the critical condition (5.112) will generally imply E � m for such particles,

and we see that the second type of “energy feeding problem” identified in 4.4.3 arises also

in the equatorial case. In the following, we shall discuss ways how to remedy this issue.

5.6.1 Restrictions on processes with (marginally) bound micro-

scopic particles

First of all, we can avoid the energy feeding problem by considering the initial critical

particle 1 to be either an uncharged massive particle or a photon. We can see from Table

3.2 that this is possible for charge-to-mass ratio of the black hole smaller than
√

2/3 in

the case of the massive uncharged particle, or (recalling 5.3.1.3) smaller than
√
3/2 for the

photon.

If we want particle 1 to be charged, we can look for ways to “compensate” the effect

of |q| � m in (5.112). It can be canceled either additively by considering particles with

|L| � mM , or multiplicatively by restricting to black holes with |Q| �M . However, we

have discussed in 3.5.5 that critical particles with |L| � mM and Ecr ∼ m can approach

r = M only for Kerr-Newman black holes with |Q| � M . Therefore, we need to assume

this for both ways of compensation of the energy feeding problem.

As noted above, the points with the lowest or highest values of q and L in the admissible

region always have E > m (cf. (5.117), (5.119)). Hence, the expressions (5.113) and

(5.114) for values of q and L on the border (5.27) of the admissible region are monotonic

along the part of the border corresponding to Ecr 6 m. The range of values of q and L in

the part of the admissible region with Ecr 6 m is thus delimited by the points on (5.27)

with Ecr = m, i.e. (3.100) and (3.77).

For simplicity, let us consider only particles that all have the same magnitude of their

charge-to-mass ratio q̃ (for example electrons and positrons), i.e. |q̃| = q̃max. Let us also

assume q̃max � 1. We always want sgn q3 = sgnQ, so that the electrostatic repulsion

by the black-hole charge helps eject particle 3. Then we are left with two possibilities,

either sgn q1 = − sgnQ or sgn q1 = sgnQ. One can check that (3.100) corresponds to

sgn q1 = − sgnQ for |Q| �M , whereas (3.77) implies sgn q1 = sgnQ. For either of these

variants, there exists a value Q̃max of the charge-to-mass ratio Q̃ ≡ Q/M of the black hole,
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such that for
∣∣∣Q̃∣∣∣ < Q̃max the particle 1 with given sign of q1 can approach r = M , whilst

having Ecr 6 m. These values are given in Table 3.1. We can also conclude form the

values of l̃max in Table 3.1 that the sgn q1 = − sgnQ variant implies the cancellation of

energy feeding problem by |L| � mM , whereas L ∼ mM for the sgn q1 = sgnQ variant.

Now we shall examine, whether the cancellation of the energy feeding problem for

black holes with |Q| � M hinders the energy extraction. The highest energy of an

escaping particle 3 with a fixed value of charge is given by R+ (5.102), which for extremal

Kerr-Newman solution turns to

R+ =
q3Q√
Q2 + a2

+
A1

Q2 + a2

2a2 + |a|

√
3a2 −Q2 +

2q3Q
√
Q2 + a2

A1

− (Q2 + a2)
m2

3

A2
1

 .

(5.132)

Let us determine the values of A1 for the points (3.100) and (3.77) of the parameter space

of particle 1 in |Q| �M approximation. For (3.100) we obtain

A1 ≈
2m1

Q̃
2 , (5.133)

whereas for (3.77) we find

A1 = m1 . (5.134)

By inserting these values into (5.132) and using the corresponding expressions for Q̃max,

we can estimate the highest achievable extracted energy for the sgn q1 = − sgnQ variant

as

R+ ≈ 2
1
3 (q̃max)

2
3

[
m3 +m1

(
2 +

√
3 + 2

m3

m1

)]
, (5.135)

whereas for the sgn q1 = sgnQ variant we get

R+ = m3 +m1

(
2 +

√
3 + 2

m3

m1

− m2
3

m2
1

)
. (5.136)

If we put m1 = m3, (5.135) simplifies to

R+ ≈ 2
1
3 (q̃max)

2
3

(
3 +
√

5
)
m3 , (5.137)

and (5.135) to

R+ = 5m3 . (5.138)
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Table 5.2: The four ways to remedy the energy feeding problem (see text for details).

Particle 1 Q̃max εmax
3

m1 = 0, q1 = 0
√
3
2

√
3
2
q̃max

ε1 6 1, q̃1 = 0
√

2
3

√
2
3
q̃max

ε1 6 1, q̃1 = −q̃max sgnQ 2
1
3 (q̃max)

− 1
3 2

1
3 (q̃max)

2
3
(
3 +
√

5
)

ε1 6 1, q̃1 = q̃max sgnQ (q̃max)
−1 5

Therefore, we can conclude that with q1 6= 0, only the sgn q1 = − sgnQ variant

of cancellation of the energy feeding problem allows for significant energy extraction.

Summary of results for all the remedies to the energy feeding problem that we discussed

is given in Table 5.2.
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Chapter 6

Conclusions

In the present thesis, we have studied energetics of extremal rotating electrovacuum black

holes with regard to energy extraction through charged generalisations of the BSW effect

(cf. Section 1.4 for reference).

Since the inclusion of black-hole charge is primarily motivated by interaction of black

holes with external magnetic fields (see Section 1.2), we first focused on this issue. In

Chapter 2 we considered magnetised Kerr-Newman (MKN) solutions and studied the near-

horizon geometries of their extremal cases. We have found in Section 2.4 that there exists

a correspondence map between the MKN near-horizon geometries and the near-horizon

geometries of extremal Kerr-Newman black holes without the external field. This fact can

be linked to other interesting issues like the Meissner effect of expulsion of external fields

from extremal black holes, as we have discussed in 2.4.3. If we consider extremal black

holes as an approximation for fast-spinning astrophysical black holes, the correspondence

also gives us justification to use Kerr-Nemwan black holes as surrogates for magnetised

black holes with regard to processes happening near the horizon.

In the rest of the thesis, we analysed the generalised BSW effect. In Chapter 3, we

considered collisions of charged particles moving in the equatorial plane of extremal ro-

tating electrovacuum black holes. In this way we unified the two versions (centrifugal and

electrostatic) of the generalised BSW effect that have been so far studied only separately.

In 3.4.3, we have studied the restrictions that the angular momentum and the charge of

the critical particles must satisfy in order for the generalised BSW effect to be possible,

and how these restrictions depend on the properties of the black hole. In particular, we

have identified in 3.5.3 the ranges of parameters of the extremal Kerr-Newman solution,
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in which different variants of the generalised BSW effect are possible (cf. Table 3.2, and

also Table 5.1).

In 3.5.5 we studied the physically most relevant case of very small value of black-hole

charge (i.e. the Q → 0 limit). We have found that only in this case the critical parti-

cles approaching the horizon radius can simultaneously have non-relativistic energies and

enormous-charge-to mass ratios. This is very useful with regard to microscopic particles.

We call this phenomenon “mega-BSW effect”.

In Chapter 4, we turned to collisions of charged particles moving along the axis of

symmetry of extremal rotating electrovacuum black holes. In this simpler setup, we

proceeded to analyse the possibilies of energy extraction, also including the Schnittman-

type process. We have found in 4.4.2 that the results for the maximally charged black

hole can be replicated for black holes with arbitrarily small value of charge, i.e. that no

restrictions on the extracted energy appear. However, in 4.4.3 we identified numerous

caveats that can make the energy extraction unfeasible despite the lack of unconditional

kinematic bounds. Such problems stem mostly from properties of microscopic particles,

in particular the enormous magnitudes of their charge-to-mass ratios.

In Chapter 5, we have extended the discussion of energy extraction also to the more

complicated case of charged particles moving in the equatorial plane. We analysed the

parameter space of nearly critical particles in 5.4.2 and identified its regions that corre-

spond to different kinematic regimes of production of particle 3. It turned out that due to

increased dimensionality of the parameter space with respect to previously studied cases,

several new possibilities open. We have also discussed in 5.4.3 how to recover the simpler

limiting cases as different sections of the enlarged parameter space. Nevertheless, the

most important result is that that there are no bounds on the extracted energy whenever

both the black hole and the escaping particle 3 are charged, regardless of the magnitude

of the black-hole charge.

Furthermore, we have shown in 5.6.1 that the limitations for microscopic particles,

revealed on the example of collisions along the axis of symmetry, can be circumvented for

collisions in the equatorial plane by suitable processes. One possibility is to consider a

setup, in which the colliding particles are electrically neutral, and only the final particles

produced in the collision are charged. Another variant is a process, in which the initial

critical particle 1 has the opposite sign of charge than the black hole, whereas the final
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particle 3 has the same sign of charge as the black hole. This other option can be realised

with microscopic particles only for very small values of the black-hole charge, since it

relies on the “mega-BSW effect” (cf. Table 5.2, and also Table 3.1).
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Appendix A

Killing vectors and tensors in the

near-horizon spacetimes

If one applies the general recipe for the near-horizon limit (cf. 2.3.1) to the metric (2.19),

the result is

g = −χ2 Ñ2
∣∣∣
r0

(ϑ)dτ 2 + gϕϕ|r0(ϑ) (dψ − ω̃χdτ)2 +
g̃rr|r0(ϑ)

χ2
dχ2 + gϑϑ|r0(ϑ)dϑ2 . (A.1)

Here the metric “functions” come from the original spacetime. In the models we analyse

it is easy to see that
g̃rr

Ñ2

∣∣∣∣
r0

= K4 (A.2)

does not depend on ϑ. Hence the metric (A.1) can be written as follows:

g = f(ϑ)

(
− χ

2

K2
dτ 2 +

K2

χ2
dχ2

)
+ gϕϕ|r0(ϑ) (dψ − ω̃χdτ)2 + gϑϑ|r0(ϑ)dϑ2 , (A.3)

where we choose the structural function f(ϑ) non-negative. Comparing with (2.43), we

find for the near-horizon geometries of the MKN class

g = f(ϑ)

(
− χ

2

K2
dτ 2 +

K2

χ2
dχ2 +K2 dϑ2

)
+
K2 sin2 ϑ

f(ϑ)
(dψ − ω̃χdτ)2 . (A.4)

The near-horizon geometry (A.1) is stationary and axially symmetric just like the

original metric (2.19), and so it has the Killing vectors ξ(1) = ∂/∂τ and ξ(4) = ∂/∂ψ.

Additionally, regarding the Killing equation for (A.1), one finds the Killing vector of
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“anti-de Sitter type” (cf. [92])

ξ(2) = τ
∂

∂τ
− χ ∂

∂χ
, (A.5)

and another Killing vector of anti-de Sitter type,

ξ(3) =

(
K4

2χ2
+
τ 2

2

)
∂

∂τ
− τχ ∂

∂χ
+ ω̃

K4

χ

∂

∂ψ
, (A.6)

which involves constant K (A.2). Therefore, the general near-horizon geometry (A.3)

exhibits all the Killing vectors found in the near-horizon limit of the Kerr black hole

[92, 94]. We give the expressions (A.5),(A.6) explicitly here to use them to construct

Killing tensors.

The increased symmetry resembling the Kerr case poses naturally the question, whether

the “Carter-type” constant of motion1 yielding the complete separability of geodesic equa-

tions exists in the near-horizon spacetimes. Let us prove this by constructing the Killing

tensor which is related to the separation constant K̃ .

We start from the well-known fact that a symmetrised tensor product of two Killing

vectors produces a Killing tensor. By adding such products of the available Killing vectors,

we find a Killing tensor with time-independent components

ζ ικ(0) = ξι(1)ξ
κ
(3) + ξι(3)ξ

κ
(1) − ξι(2)ξκ(2) , (A.7)

ζαβ(0)
∂

∂xα
∂

∂xβ
=
K4

χ2

(
∂

∂τ

)2

− χ2

(
∂

∂χ

)2

+ ω̃
K4

χ

(
∂

∂τ

∂

∂ψ
+
∂

∂ψ

∂

∂τ

)
. (A.8)

Covariant components of this Killing tensor can be simplified by adding the tensor product

of the axial Killing vector with itself:

ζ(1)µν = ξ(1)µ ξ(3)ν + ξ(3)µ ξ(1)ν − ξ(2)µ ξ(2)ν + ω̃2K4ξ(4)µ ξ(4)ν , (A.9)

ζ
(1)
κλ dxκ dxλ = f 2(ϑ)

(
χ2 dτ 2 − K4

χ2
dχ2

)
. (A.10)

Assuming the decomposition f(ϑ) = f(0) +f(1)(ϑ) with f(0) = constant, and recalling that

1Note that the linear constants of motion related to Killing vectors ξµ(2) and ξµ(3) do not comply with

the stationarity of the equations of motion. This is due to the fact that components of ξµ(2) and ξµ(3)
depend on τ .
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the metric is also a Killing tensor, we arrive at the final Killing tensor

ζ(2)µν = ξ(1)µ ξ(3)ν + ξ(3)µ ξ(1)ν − ξ(2)µ ξ(2)ν + ω̃2K4ξ(4)µ ξ(4)ν + f(0)K
2gµν , (A.11)

which satisfies

ζ
(2)
αβ u

αuβ = K̃ . (A.12)

Last, let us recall that there exists a Killing tensor ζCικ in the Kerr-Newman spacetime,

which is related to the Carter constant (cf. [98, 109]). One can make sure that the Killing

tensor ζ(2)ικ defined above arises as a near-horizon limit of ζCικ (see [122–124]).
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Appendix B

Harrison transformation

Here we briefly review the essential knowledge regarding the use of the Harrison transfor-

mation to generate the MKN solution. Starting from an overview of the Ernst formalism

(according to the general formulation given in Chapters 18 and 34 in [15]), we focus on

the particular case of Ernst potentials based on ∂/∂ϕ. Then we discuss how these poten-

tials can be utilised in the magnetising Harrison transformation (cf. [17–19]), and how

the “magnetised” solution is “reconstructed” from the transformed potentials. We finish

by demonstrating that ω and φ in the MKN spacetime satisfy certain properties (in-

cluding the rigidity theorems) thanks to preservation of these properties by the Harrison

transformation (see also [102]).

B.1 Ernst formalism

Assuming ξι is a Killing vector, we can define a corresponding twist vector wκ as follows:

wα = εαβγδξβξγ;δ . (B.1)

Combining the electromagnetic field strength tensor and its Hodge dual, one can construct

a complex-valued self-dual field strength tensor

F sd
µν = Fµν +

i

2
εµνρσF

ρσ . (B.2)
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Then the complex Ernst potential for the electromagnetic field Φ and the complex Ernst

gravitational potential E are defined by the following differential equations:

Φ,κ = F sd
κλξ

λ , (B.3)

E,ρ = − (ξσξ
σ),ρ + iwρ − 2Φ̄Φ,ρ . (B.4)

If we observe that

2Φ̄Φ,µ =
(
|Φ|2

)
,µ

+ Φ̄Φ,µ − Φ̄,µΦ =
(
|Φ|2

)
,µ

+ 2i
[
ReΦ (Im Φ),µ − (ReΦ),µ ImΦ

]
, (B.5)

we can separate the real and imaginary parts of E , obtaining

Re E = −ξιξι − |Φ|2 , (B.6)

(Im E ),α = wα + i
(
Φ̄Φ,α − Φ̄,αΦ

)
. (B.7)

The set of orbits of the Killing vector ξρ can be understood as a quotient manifold. We

can define a conformally rescaled metric γ on this manifold by relation

γµν =
∣∣ξ2∣∣ (gµν − 1

ξ2
ξµξν

)
. (B.8)

Quantities Φ,E ,γ represent a solution of Einstein-Maxwell system in the Ernst framework.

Let us now apply this formalism to metric (2.18) and its Killing vector ∂/∂ϕ. Calcu-

lating the twist vector (B.1) for ∂/∂ϕ, we see that it contains derivatives of the dragging

potential

wµ dx
µ = −(gϕϕ)2√

−g

(
grr

∂ω

∂ϑ
dr − gϑϑ

∂ω

∂r
dϑ

)
. (B.9)

If we separate the real and imaginary parts of Φ (B.3), we can see that the real part is

given just by

ReΦ = Aϕ , (B.10)

whereas the imaginary part satisfies differential equations

∂ ImΦ

∂r
= −

√
−g

N2gϑϑ

(
∂At
∂ϑ

+ ω
∂Aϕ
∂ϑ

)
,

∂ ImΦ

∂ϑ
=

√
−g

N2grr

(
∂At
∂r

+ ω
∂Aϕ
∂r

)
. (B.11)
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Regarding the Ernst gravitational potential, (B.6) turns to

Re E = −gϕϕ − |Φ|2 . (B.12)

whereas (B.7) can be rewritten as

∂ Im E

∂r
= −grr (gϕϕ)2√

−g
∂ω

∂ϑ
− 2

(
ReΦ

∂ ImΦ

∂r
− ∂ ReΦ

∂r
ImΦ

)
, (B.13)

∂ Im E

∂ϑ
=
gϑϑ (gϕϕ)2√
−g

∂ω

∂r
− 2

(
ReΦ

∂ ImΦ

∂ϑ
− ∂ ReΦ

∂ϑ
ImΦ

)
. (B.14)

Last, the metric (B.8) on the quotient manifold becomes

γ = gϕϕ
(
−N2 dt2 + grr dr

2 + gϑϑ dϑ
2
)
. (B.15)

When used with the Kerr-Newman solution (1.1), (1.3), the relations (B.12)-(B.14)

for the Ernst gravitational potential lead to (cf. [18])

E = −
(
r2 + a2 − a2Ma+ i (2Mr −Q2) cosϑ

r + ia cosϑ

)
sin2 ϑ−

(
4Ma2 + iQ2 cosϑ

) a− ir cosϑ

r + ia cosϑ
.

(B.16)

Employing (B.10) and (B.11) with (1.3), the Ernst potential for the electromagnetic field

in the Kerr-Newman spacetime is obtained as

Φ = Q
a− ir cosϑ

r + ia cosϑ
. (B.17)

B.2 Generating “magnetised” solutions

In order to perform the Harrison transformation, we first define a complex function Λ

involving the potentials E , Φ of the “seed” solution

Λ = 1 +BΦ− 1

4
B2E . (B.18)

Here B is the real continuous parameter. The transformation consists in the transition

from E , Φ to the new potentials E ′, Φ′ (representing a new solution). It has the following
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form:

E ′ =
E

Λ
, Φ′ =

Φ− 1
2
BE

Λ
. (B.19)

The new solution needs to be “reconstructed” from its Ernst potentials. First, one can

use relation (B.12) for “primed” quantities to determine the effect of the transformation

(B.19) on the norm of the Killing vector ∂/∂ϕ

g′ϕϕ = −
(

Re E ′ + |Φ′|2
)

= −Re E + |Φ|2

|Λ|2
=
gϕϕ

|Λ|2
. (B.20)

The metric γ on the quotient manifold remains unchanged by the transformation. Nev-

ertheless, when we invert the relation (B.15) for the new solution, the change from gϕϕ to

g′ϕϕ leads to the following form of the whole transformed metric:

g′ = |Λ|2
(
−N2 dt2 + grr dr

2 + gϑϑ dϑ
2
)

+
gϕϕ

|Λ|2
(dϕ− ω′ dt)2 . (B.21)

The new dragging potential ω′ (again a real quantity) is specified by two real partial

differential equations

∂ω′

∂r
= |Λ|2 ∂ω

∂r
+

2
√
−g

gϕϕgϑϑ

(
ReΛ

∂ ImΛ

∂ϑ
− ∂ ReΛ

∂ϑ
ImΛ

)
, (B.22)

∂ω′

∂ϑ
= |Λ|2 ∂ω

∂ϑ
− 2
√
−g

gϕϕgrr

(
ReΛ

∂ ImΛ

∂r
− ∂ ReΛ

∂r
ImΛ

)
= (B.23)

= |Λ|2 ∂ω
∂ϑ
− 2

N
√
gϑϑ√

gϕϕgrr

(
ReΛ

∂ ImΛ

∂r
− ∂ ReΛ

∂r
ImΛ

)
, (B.24)

which can be derived from relations (B.13) and (B.14) for “primed” quantities.

The differential equations (B.11) determining the imaginary part of Φ can be rewritten

using the components of the electromagnetic field strength tensor in the locally non-

rotating frame (2.29), (2.30) as follows:

∂ ImΦ

∂r
= −√gϕϕgrrF(ϑ)(t) ,

∂ ImΦ

∂ϑ
=
√
gϕϕgϑϑF(r)(t) . (B.25)

(These relations together with (B.10) hold both for the original and transformed, “primed”

quantities. Note that under the Harrison transformation the products gϕϕgrr and gϕϕgϑϑ
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do not change, as seen from (B.21).) If we substitute for Φ′ from (B.19), equation (B.25)

then implies

F ′(r)(t) =
1

√
gϕϕgϑϑ

∂

∂ϑ

[
1

|Λ|2

(
− ImΛReΦ+

1

2
B ImΛRe E +

+ ReΛ ImΦ− 1

2
B ReΛ Im E

)]
.

(B.26)

B.3 Remark on rigidity theorems

Now let us show that the dragging potential and the generalised electrostatic potential

in the MKN spacetime satisfy rigidity theorems, and also the relations (2.33), as a conse-

quence of preservation of these properties by the Harrison transformation. From equation

(B.24) it follows directly

∂ω

∂ϑ

∣∣∣∣
N=0

= 0 =⇒ ∂ω′

∂ϑ

∣∣∣∣
N ′=0

= 0 ; (B.27)

so the validity of the the rigidity theorem for ω in the MKN spacetime is implied by its

validity for the Kerr-Newman solution.

Regarding the generalised electrostatic potential φ′, we shall first take the derivative

with respect to ϑ of the relation (2.26),

∂φ′

∂ϑ
= −∂A

′
t

∂ϑ
− ω′

∂A′ϕ
∂ϑ
− ∂ω′

∂ϑ
A′ϕ . (B.28)

Now we can observe that the first two terms are proportional to the tetrad component

F(ϑ)(t) and use (B.25) to obtain

∂φ′

∂ϑ
=

N
√
gϑϑ√

gϕϕgrr

∂Φ′

∂r
− ∂ω′

∂ϑ
A′ϕ , (B.29)

where Φ′ is given by (B.19).

Therefore
∂ω′

∂ϑ

∣∣∣∣
N ′=0

= 0 =⇒ ∂φ′

∂ϑ

∣∣∣∣
N ′=0

= 0 ; (B.30)

i.e. the validity of the rigidity theorem for φ in the MKN spacetime is dictated by the

validity of the one for ω.
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We shall further calculate the radial derivative of the equation (B.24)

∂2ω′

∂r∂ϑ
=

∂

∂r

(
|Λ|2

) ∂ω
∂ϑ

+ |Λ|2 ∂2ω

∂r∂ϑ
−

− ∂

∂r

(
N2
) 2

N
√
grr

√
gϑϑ
gϕϕ

(
ReΛ

∂ ImΛ

∂r
− ImΛ

∂ ReΛ

∂r

)
−

−N2 ∂

∂r

[
2

N
√
grr

√
gϑϑ
gϕϕ

(
ReΛ

∂ ImΛ

∂r
− ImΛ

∂ ReΛ

∂r

)]
.

(B.31)

Note that the product N
√
grr must be finite and non-zero for

√
−g non-degenerate. Re-

stricting (B.31) to N = 0 with regard to (B.27), we arrive at

∂2ω′

∂r∂ϑ

∣∣∣∣
N ′=0

=

(
|Λ|2 ∂2ω

∂r∂ϑ

)∣∣∣∣
N=0

−

−
[
∂

∂r

(
N2
) 2

N
√
grr

√
gϑϑ
gϕϕ

(
ReΛ

∂ ImΛ

∂r
− ImΛ

∂ ReΛ

∂r

)]∣∣∣∣
N=0

.

(B.32)

The radial derivative of N2 is proportional to surface gravity κ, which vanishes for the

degenerate horizon, so we can state

∂2ω

∂r∂ϑ

∣∣∣∣
N=0,κ=0

= 0 =⇒ ∂2ω′

∂r∂ϑ

∣∣∣∣
N ′=0,κ=0

= 0 . (B.33)

Thus, we reach another desired conclusion: The radial derivative of ω is constant over

the horizon of the extremal MKN black hole, since the same is true for the extremal

Kerr-Newman solution.

Similarly, we can calculate the radial derivative of equation (B.28) to get

∂2φ′

∂r∂ϑ
=

∂

∂r

(
N2
) 1

N
√
grr

√
gϑϑ
gϕϕ

∂ ImΦ′

∂r
+N2 ∂

∂r

(
1

N
√
grr

√
gϑϑ
gϕϕ

∂ ImΦ′

∂r

)
−

− ∂2ω′

∂r∂ϑ
A′ϕ −

∂ω′

∂ϑ

∂A′ϕ
∂r

.

(B.34)

If we evaluate this equation at N = 0 and consider (B.27), we obtain

∂2φ′

∂r∂ϑ

∣∣∣∣
N ′=0

=

(
∂

∂r

(
N2
) 1

N
√
grr

√
gϑϑ
gϕϕ

∂ ImΦ′

∂r

)∣∣∣∣
N=0

−
(
∂2ω′

∂r∂ϑ
A′ϕ

)∣∣∣∣
N ′=0

. (B.35)
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For the extremal case, this leads to

∂2ω′

∂r∂ϑ

∣∣∣∣
N ′=0,κ=0

= 0 =⇒ ∂2φ′

∂r∂ϑ

∣∣∣∣
N ′=0,κ=0

= 0 . (B.36)

Therefore, the radial derivative of φ does not depend on ϑ on the degenerate horizon of

an extremal MKN black hole.
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Appendix C

Auxiliary calculations

C.1 Derivatives of effective potentials

C.1.1 Conditions for circular orbits

The turning point, which is also a stationary point of an effective potential, corresponds

to a circular orbit. The effective potential in question may be either W [45, 109] or

V [107] (see equations (3.14) to (3.16)). Let us examine the correspondence between

the conditions, which holds for r > r+ (or N2 > 0, more precisely). Taking the radial

derivative of (3.15), we see

∂W

∂r
= −∂V+

∂r
(ε− V−)− (ε− V+)

∂V−
∂r

. (C.1)

Indeed, all radial turning points indicated by W , which are also radial stationary points

of W , are radial stationary points of either V+ or V− as well,

W = 0 &
∂W

∂r
= 0⇐⇒

(
ε = V+ &

∂V+
∂r

= 0

)
or

(
ε = V−&

∂V−
∂r

= 0

)
. (C.2)

Thus, under restriction to the motion forward in time (3.12), W and V ≡ V+ are inter-

changeable for finding orbits.

The circular orbit, which is also an inflection point of an effective potential, is marginally

stable. To see that W and V are interchangeable in this regard as well (cf. [45, 107, 109]),
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let us take another radial derivative of (3.15),

∂2W

∂r2
= −∂

2V+
∂r2

(ε− V−) + 2
∂V+
∂r

∂V−
∂r
− (ε− V+)

∂2V−
∂r2

, (C.3)

which leads to the desired conclusion

W = 0 &
∂W

∂r
= 0 &

∂2W

∂r2
= 0⇐⇒

(
ε = V+ &

∂V+
∂r

= 0 &
∂2V+
∂r2

= 0

)
or(

ε = V−&
∂V−
∂r

= 0 &
∂2V−
∂r2

= 0

)
.

(C.4)

However, the most important result is an insight on how these results break down for

r → r+, where V+ → V− and derivatives of V± generally may not be finite (so W may

seem favourable). Nonetheless, for critical particles in extremal black hole spacetimes,

a different form of correspondence emerges, and since (the radial derivative of) V still

embodies information about motion forward in time, it becomes preferable.

C.1.2 Relations for critical particles

Taking the third radial derivative of (3.15), we get

∂3W

∂r3
= −∂

3V+
∂r3

(ε− V−) + 3
∂2V+
∂r2

∂V−
∂r

+ 3
∂V+
∂r

∂2V−
∂r2

− (ε− V+)
∂3V−
∂r3

. (C.5)

If we evaluate this relation for critical particles (ε = εcr) at the radius of the degenerate

horizon (where V+ = V− = εcr), it simplifies to

∂3W

∂r3

∣∣∣∣
r=r0,ε=εcr

= 3

(
∂2V+
∂r2

∂V−
∂r

+
∂V+
∂r

∂2V−
∂r2

)∣∣∣∣
r=r0

. (C.6)

The relation (4.5) among W and V± for the axial motion is the same as the one for the

equatorial motion, i.e. (3.15). Hence, equations (3.35) and (C.6) have implications valid

for both the equatorial and the axial motion, some of which can be further simplified in

the axial case.
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C.1.2.1 General case

Because V+ > V− outside the horizon, though V+ = V− on the horizon, it must hold that

∂V+
∂r

∣∣∣∣
r=r0

>
∂V−
∂r

∣∣∣∣
r=r0

. (C.7)

Using this with (3.35), we arrive at the following two logical statements:

∂2W

∂r2

∣∣∣∣
r=r0,ε=εcr

< 0⇐⇒

(
∂V+
∂r

∣∣∣∣
r=r0

> 0

)
&

(
∂V−
∂r

∣∣∣∣
r=r0

< 0

)
, (C.8)

∂2W

∂r2

∣∣∣∣
r=r0,ε=εcr

> 0⇐⇒

(
∂V+
∂r

∣∣∣∣
r=r0

< 0

)
or

(
∂V−
∂r

∣∣∣∣
r=r0

> 0

)
. (C.9)

It is easy to check that the two variants in the second statement correspond to the critical

particle having pt > 0 or pt < 0, respectively.1 Thus, with restriction to pt > 0, equation

(4.20) follows.

Using (C.7) also with (C.6), we get a statement analogous to (4.20) for class II critical

particles:

ε = εcr &
∂V+
∂r

∣∣∣∣
r=r0

= 0 =⇒

(
∂2W

∂r2

∣∣∣∣
r=r0

= 0

)
&

(
sgn

∂3W

∂r3

∣∣∣∣
r=r0

= − sgn
∂2V+
∂r2

∣∣∣∣
r=r0

)
.

(C.10)

C.1.2.2 Axial case

For motion along the axis (C.10) can be further refined. From definition (4.6), we can

calculate
∂V−
∂r

∣∣∣∣
r=r0,ϑ=0

= −
(
q̃
∂At
∂r

+ Ñ

)∣∣∣∣
r=r0,ϑ=0

. (C.11)

Using the value of q̃ for class II critical particles (4.24), we get

∂V−
∂r

∣∣∣∣
r=r0,ϑ=0

= −2 Ñ
∣∣∣
r=r0,ϑ=0

, (C.12)

and if we plug the result into (C.6), we arrive at (4.21).

1Note that pt > 0 corresponds to ε > V+ and pt < 0 to ε 6 V−, and for critical particles their energy
εcr = V+|r0 = V−|r0 . Thus ∂V+/∂r|r0 < 0 corresponds to critical particles with pt > 0 and ∂V−/∂r|r0 > 0
to those with pt < 0.
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C.2 The decomposition (3.71)

Now let us present the general form of the contributions to (3.64) and (3.65) according

to the decomposition (3.71). Introducing the abbreviations

W =
∂2ω

∂r2
Aϕ +

∂2φ

∂r2
, N = 2

∂Ñ

∂r
− Ñ

gϕϕ

∂gϕϕ
∂r

, (C.13)

the finite and the singular part of (3.65) can be written as

q̃reg =

(
W ∂2ω

∂r2
+ 2N Ñ

gϕϕ

∂Aϕ
∂r

)
λ̃+

(
W N + 2Ñ ∂2ω

∂r2
∂Aϕ
∂r

)√
1 + λ̃

2

gϕϕ

4Ñ
2

gϕϕ

(
∂Aϕ
∂r

)2
−W 2

∣∣∣∣∣∣∣
r=r0,ϑ=

π

2

, (C.14)

and

q̃sing = −
2W Ñ ∂2ω

∂r2
∂Aϕ
∂r
−W 2 Ñ

gϕϕ

∂gϕϕ
∂r

+ 8Ñ
2

gϕϕ
∂Ñ
∂r

(
∂Aϕ
∂r

)2[
4Ñ

2

gϕϕ

(
∂Aϕ
∂r

)2
−W 2

](
W
√

1 + λ̃
2

gϕϕ
− 2Ñ

gϕϕ
λ̃∂Aϕ

∂r

)
∣∣∣∣∣∣∣∣
r=r0,ϑ=

π

2

. (C.15)

Then, the expressions for contributions to (3.64) are closely related to the above,

lreg = λ̃+ q̃reg Aϕ|r=r0,ϑ= π2 , lsing = q̃sing Aϕ|r=r0,ϑ= π2 . (C.16)
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